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Overview of Web Search Engine
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Semantic Gap

the Biggest Challenge in Matching

• Same intent can be represented by different queries
(representations)

• Search is still mainly based on term level matching

• Query document mismatch occurs, when searcher 
and author use different representations
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Same Search Intent Different Query Representations
Example: “Youtube”
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Same Search Intent Different Query Representations
Example: “Distance between Sun and Earth”
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Example of Query-Document Mismatch

Query Document
Term 

Matching
Semantic 
Matching

seattle best hotel seattle best hotels partial Yes

pool schedule swimming pool schedule partial Yes

natural logarithm 
transformation

logarithm transformation partial Yes

china kong china hong kong partial No

why are windows so 
expensive

why are macs so expensive partial No
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Machine Learning for Matching
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• Using relations in data for 
learning the matching 
function

• Training data 
– Queries and documents (users 

and items) represented with 
feature vectors or ID’s

– Target can be binary or 
numerical values
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Ranking is Important for Web Search

• Criteria

– Relevance

– Diversity 

– Freshness

……

• Ranking model

– Heuristic
• Relevance: BM25, LMIR

• Diversity: MMR, xQuAD

– Learning to rank

9

Query

Doc1

Doc2

Doc3

Doc4

Doc5

Doc6

……



Machine Learning for Ranking

101010

• Using document partial ordering 
relations in data for learning the 
ranking function

Learning 
system

Model
f (x; w)

Online
Ranking

Training data

Test data

Point-wise: ranking as regression or 
classification over query-documents

Pair-wise: ranking as binary 
classification over preference pairs

List-wise: training/predicting ranking at 
query (document list) level



Independent Relevance Assumption

• Utility of a doc is independent of other docs

• Ranking as scoring & sorting

– Each documents can be scored independently

– Scores are independent of the rank
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Beyond Independent Relevance

• More ranking criteria

e.g., search result diversification
– Covering as much subtopics as possible 

with a few documents

– Need consider novelty of a document 
given preceding documents

• Complex application environment

e.g., Interactive IR
– Human interacts with the system during 

the ranking process

– User feedback is helpful for improving 
the remaining results

12

Good Bad
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Query: Programming language

Need more powerful ranking mechanism! 
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Growing Interests in “Deep Matching”

• Success of deep learning in other fields
– Speech recognition, computer vision, and natural language processing

• Growing presence of deep learning in IR research
– SIGIR keynote, Tutorial, and Neu-IR workshop

• Adopted by industry
– ACM News: Google Turning its Lucrative Web Search Over to AI 

Machines (Oct. 26, 2015)

– WIRED: AI is Transforming Google Search. The Rest of the Web is Next
(April 2, 2016)

• Chris Manning (Stanford)’s SIGIR 2016 keynote:
“I’m certain that deep learning will come to dominate SIGIR 
over the next couple of years … just like speech, vision, and 
NLP before it.”
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“Deep” Semantic Matching

• Representation
– Word: one hot —> distributed
– Sentence: bag-of-words —> distributed representation
– Better representation ability, better generalization ability
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“Deep” Semantic Matching

• Matching function
– Inputs (features): handcrafted —> automatically learned
– Function: simple functions (e.g., cosine, dot product) —> 

neural networks (e.g., MLP, neural tensor networks)
– Involving richer matching signals
– Considering soft matching patterns
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Deep Learning Paradigms for Matching

• Methods of representation learning

• Methods of matching function learning
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Methods of Representation Learning

• Step 1: calculate representation 𝜙(𝑥)

• Step 2: conduct matching 𝐹 𝜙 𝑥 , 𝜙 𝑦
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Methods of Matching Function Learning

• Step 1: construct basic low-level matching signals

• Step 2: aggregate matching patterns
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METHODS OF REPRESENTATION 
LEARNING
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Representation Learning for 
Query-Document Matching

• Step 1: calculate query and document representation 
Step 2: conduct query-document matching
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Typical Methods of Representation 
Learning for Matching 

• Based on DNN
– DSSM: Learning Deep Structured Semantic Models for Web Search 

using Click-through Data (Huang et al., CIKM ’13)

• Based on CNN
– CDSSM: A latent semantic model with convolutional-pooling 

structure for information retrieval (Shen et al. CIKM ’14)
– ARC I: Convolutional Neural Network Architectures for Matching 

Natural Language Sentences (Hu et al., NIPS ’14)
– CNTN: Convolutional Neural Tensor Network Architecture for 

Community-Based Question Answering (Qiu and Huang, IJCAI ’15)

• Based on RNN
– LSTM-RNN: Deep Sentence Embedding Using the Long Short Term 

Memory Network: Analysis and Application to Information 
Retrieval (Palangi et al., TASLP ’16)
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Deep Structured Semantic Model (DSSM)

• Bag-of-words representation 
– “candy store”: [0, 0, 1, 0, …, 1, 0, 0]

• Bag of letter-trigrams representation
– “#candy# #store#” --> #ca can and ndy dy# #st sto tor ore re#
– Representation: [0, 1, 0, 0, 1, 1, 0, …, 1]

• Advantages of using bag of letter-trigrams
– Reduce vocabulary: #words 500K  # letter-trigram: 30K
– Generalize to unseen words
– Robust to misspelling, inflection etc. 24
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DSSM Query/Doc Representation: DNN

• Model: DNN (auto-encoder) to capture the compositional 
sentence representations

25
Figure courtesy of He et al., CIKM ‘14 tutorial



DSSM Matching Function

• Cosine similarity between semantic vectors

• Training

– A query q and a list of docs

– positive doc,                     negative docs to query

– Objective:  
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DSSM: Brief Summary
• Inputs: Bag of letter-trigrams as input for improving the scalability 

and generalizability

• Representations: mapping sentences to vectors with DNN:  
semantically similar sentences are close to each other

• Matching: cosine similarity as the matching function

• Problem: the order information of words is missing (bag of letter-
trigrams cannot keep the word order information)
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How to Capture Order Information?

• Input: word sequence instead of bag of letter-trigrams

• Model

– Convolution based methods can keep locally order

– Recurrent based methods can keep long dependence relations
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CNN can Keep the Order Information

1-D convolution and pooling operations can keep the 
word order information
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Using CNN: ARC-I (Hu et al., 2014) and 
CNTN (Qiu et al., 2015)

• Input: sequence of word embeddings trained on a large dataset

• Model: the convolutional operation in CNN compacts each 
sequence of k words
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Using CNN: CDSSM (Shen et al., ’14)

The convolutional operation in CNN compacts each 
sequence of k words

Convolution

bag of letter-trigram

max pooling
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RNN can Keep the Order Information

• Two popular variations: long-short term memory (LSTM) and 
gated recurrent unit (GRU)
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Using RNN: LSTM-RNN (Palangi et al., ’16)

• Input: sequence letter trigrams

• Model: long-short term memory (LSTM)

– The last output as the sentence representation
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Matching Function
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• Heuristic: Cosine, Dot product
• Learning: MLP, Neural tensor networks
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Matching Functions (cont’)

• Given representations of query and document : q and d

• Similarity between these two representations:

– Cosine Similarity (DSSM, CDSSM, RNN-LSTM)

– Dot Product

– Multi-Layer Perception (ARC-I)
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Matching Functions (cont’)

• Neural Tensor Networks (CNTN) (Qiu et al., IJCAI ’15)
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Extensions to Representation Learning Methods

• Problem: context information from the other sentence is not used
during the representation generation

• Solution: rep. of the document based on the rep. of query,
BiMPM (Wang et al., IJCAI ‘17), CA-RNN (Chen et al., AAAI ‘18)

– Step 1: multiple perspectives context vector of one text is matched against all timesteps 
of the other.

– Step 2: aggregate the matching results into a fixed-length matching vector.

query document

…

…

…

…

matching score

Context Vector

Full Matching MaxPooling Matching

Element-wise Max

Weighted Sum Max

Attentive Matching Max Attentive Matching



Extensions to Representation Learning Methods

• Problem: context information from the other sentence is not used
during the representation generation

• Solution: rep. of the document based on the rep. of query,
BiMPM (Wang et al., IJCAI ‘17), CA-RNN (Chen et al., AAAI ‘18)

– Step 1: Word alignment to identify the aligned words in two sentences
– Step 2: Context alignment gating to absorb the context
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Extensions to Representation Learning Methods
(cont’)

• Problem: representations are too coarse to conduct text match
– Experience in IR: combining topic-level and word-level matching signals 

usually achieve better performances

• Solution: add fine-grained signals, 

include MultGranCNN(Yin et al., ACL ‘15), U-RAE (Socher et al., 
NIPS ‘11), MV-LSTM (Wan et al., AAAI ‘16)
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Extensions to Representation Learning Methods
(cont’)

• Problem: representations are too coarse to conduct text match
– Experience in IR: combining topic-level and word-level matching signals 

usually achieve better performances

• Solution: add fine-grained signals, 

include MultGranCNN(Yin et al., ACL ‘15), U-RAE (Socher et al., 
NIPS ‘11), MV-LSTM (Wan et al., AAAI ‘16)

Convolutional

Word

Phrase

Sentence

Recursive Recurrent

Sentence



Experimental Results 
Model P@1 MRR

Traditional methods BM25 0.579 0.726

Representation 
learning for matching

ARC-I 0.581 0.756

CNTN 0.626 0.781

LSTM-RNN 0.690 0.822

uRAE 0.398 0.652

MultiGranCNN 0.725 0.840

MV-LSTM 0.766 0.869
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• Representation learning methods outperformed baselines
– Semantic representation is important

• LSTM-RNN performed better than ARC-I and CNTN
– Modeling the order information does help

• MultiGranCNN and MV-LSTM are the best performing methods
– Fine-grained matching signals are useful

Based on Yahoo! Answers dataset (60,564 question-answer pairs)



Short Summary

• Two steps
– 1. Calculate representations for query and document

– 2. Conduct matching

• Representations for query and document
– Using DNN

– Using CNN and RNN to capture order information

– Representing one sentence using the other as context

• Matching function
– Dot product (cosine similarity)

– Multi-layer Perceptron

– Neural tensor networks
42
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METHODS OF MATCHING 
FUNCTION LEARNING
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Matching Function Learning

• Step 1: construct basic low-level matching signals

• Step 2: aggregate matching patterns
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Typical Matching Function Learning Methods

• For short text (e.g., sentence) similarity matching
– ARC II (Hu et al., NIPS ’14)

– MatchPyramid (Pang et al., AAAI ’16)

– Match-SRNN (Wan et al., IJCAI ’16)

• For query-document relevance matching
– DRMM (Guo et al., CIKM ’16) and aNMM (Yang et al., CIKM ‘16)

– K-NRM (Xiong et al., SIGIR ‘17) and Conv-KNRM (Dai et al., 
WSDM ‘18)

– DeepRank (Pang et al., CIKM ‘17) and PACRR (Hui et al.,
EMNLP ’17)

– DUET (Mitra et al., WWW ‘17)
46



ARC-II (Hu et al., NIPS ‘14)

• Let two sentences meet before their own high-level representations 
mature

• Basic matching signals: phrase sum interaction matrix

• Interaction: CNN to capture the local interaction structure

• Aggregation Function: MLP

47

sequence of word 
embeddings

6 word embeddings 
from query and 
document (N=3)



ARC-II (cont’)
• Keeping word order information

– Both the convolution and pooling are order preserving

• However, word level exact matching signals are lost

– 2-D matching matrix is constructed based on the 
embedding of the words in two N-grams
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MatchPyramid (Pang et al., AAAI ‘16)

• Inspired by image recognition

• Basic matching signals: word-level matching 
matrix

• Matching function: 2D convolution + MDP
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Matching Matrix: Basic Matching Signals

• Each entry calculated based on
– Word-level exact matching (0 or 1)

– Semantic similarity based on embeddings of words

• Positions information of words is kept
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Matching Function: 2D Convolution

• Discovering the matching patterns with CNN, stored 
in the kernels
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Discovered Matching Patterns
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Match-SRNN (Wan et al., IJCAI ‘16)

• Based on spatial recurrent neural network (SRNN)

• Basic matching signals: word-level matching matrix

• Matching function: Spatial RNN + MLP

53

Matching matrix Spatial RNN



Match-SRNN: Recursive Matching Structure

• Calculated recursively (from top left to 
bottom right)

• All matching signals between the prefixes 
been utilized
– Current position: sat <—> balls
– Substrings: 

• the cat <—> the dog play
• the cat <—> the dog play balls
• the cat sat <—> the dog play
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Visualized Matching Signal Aggregation

• Question: “How to get rid of memory stick error of my sony cyber shot?” 

• Answer: “You might want to try to format the memory stick but what is 
the error message you are receiving.”
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Short Summary

• Two steps
– 1. Construct basic matching signals

– 2. Aggregate matching patterns

• Basic matching signals
– Matching matrix (based on exact match, dot product,

or/and cosine similarity)

• Aggregate matching patterns
– CNN/Spatial RNN + MLP

– Kernel pooling + nonlinear combination

– Feed forward networks
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Similarity ≠ Relevance
(Pang et al., Neu-IR workshop ‘16)

Similarity matching

• Whether two sentences are
semantically similar

• Homogeneous texts with
comparable lengths

• Matches at all positions of
both sentences

• Symmetric matching function

• Representative task:
Paraphrase Identification

Relevance matching

• Whether a document is
relevant to a query

• Heterogeneous texts
(keywords query, document)
and very different in lengths

• Matches in different parts of
documents

• Asymmetric matching function

• Representative task: ad-hoc
retrieval 57



Relevance Matching ?

• Global Distribution of Matching Signals
– DRMM (Guo et al., CIKM ’16) and aNMM (Yang et al.,

CIKM ‘16)

– K-NRM (Xiong et al., SIGIR ‘17) and Conv-KNRM (Dai et 
al., WSDM ‘18)

• Local Context of Matching Positions
– DeepRank (Pang et al., CIKM ‘17) and PACRR (Hui et al.,

EMNLP ’17)

• Others
– DUET (Mitra et al., WWW ‘17)
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Relevance Matching based on Global
Distribution of Matching Signals

• Step 1: calculate matching signals for each query
term

• Step 2: statistic each query term’s matching signal
distributions

• Step 3: aggregate the distributions

• Pros
– Matching between short query text and long document

text

– Robust: matching signals from irrelevant document words

• Cons: lost term order information
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Deep Relevance Matching Model (DRMM)
(Guo et al., CIKM ’16 )

• Matching histogram mapping for summarizing each query matching signals

• Term gating network for weighting the query matching signals

• Lost word order information (during histogram mapping)
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K-NRM: Kernel Pooling as Matching Function 
(Xiong et al., SIGIR ‘17)

• Basic matching signals: cosine similarity of word embeddings

• Ranking function: kernel pooling + nonlinear feature combination

• Semantic gap: embedding and soft-TF bridge the semantic gap

• Word order: kernel pooling and sum operations lost order information
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Conv-KNRM (Dai et al., WSDM ‘18)
• Based on KNRM

• N-gram cross-matching to capture the word order information
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Relevance Matching based on Local
Context of Matching Positions

• Step 1: find matching positions for each query term

• Step 2: calculate matching signals within the local
context

• Step 3: aggregate the local signals

• Advantages:

– Matching between short query text and long document
text

– Robust: filtered out irrelevant context

– Keep order information within the context
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DeepRank (Pang et al., CIKM ’17 )

• Calculate relevance by mimicking the human relevance
judgement process

1. Detecting Relevance locations:
focusing on locations of query terms 
when scanning the whole document

2. Determining local relevance:
relevance between query and 
each location context, using
MatchPyramid/MatchSRNN etc.

3. Matching signals aggregation:
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Position-Aware Neural IR Model
(PACRR, Hui et al., EMNLP ’17)

query

document

• Hypothesis: relevance matching is determined by some positions in
documents
– The first k words in document.

– The most similar context positions in document.
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Representation Learning + Matching Function
Learning (Duet, Mitra et al., WWW ‘17)
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– Local matching: matching function learning
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Experimental Evaluation

Method P@1 MRR

Traditional IR BM25 0.579 0.457

Representation 
Learning methods

ARC-I 0.581 0.756

CNTN 0.626 0.781

LSTM-RNN 0.690 0.822

uRAE 0.398 0.652

MultiGranCNN 0.725 0.840

MV-LSTM 0.766 0.869

Matching Function 
Learning 

ARC-II 0.591 0.765

MatchPyramid 0.764 0.867

Match-SRNN 0.790 0.882
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• Matching function learning based methods outperformed the representation 
learning ones

Based on Yahoo! Answers dataset (60,564 question-answer pairs)



Short Summary

• Methods based on global distributions of
matching strengths

– 1. calculating term matching strength distributions

– 2. aggregating the distributions to a matching score

• Methods based on local context of matched
terms

– 1. Identifying the relevance locations / contexts

– 2. Matching the whole query with the local contexts

– 3. Aggregating the local matching signals
68



Summary of Deep Matching Models in Search

• Representation learning: 
representing queries and 
document in 
semantic space

• Matching function learning: 
discovering and aggregating 
the query-document 
matching patterns
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Traditional Learning to Rank for Web Search

• Machine learning algorithms for relevance ranking 
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query

d
o

cu
m

en
t

training data

test data

learning to 
rank algorithm

ranking model
f (x; w)

online ranking

Point-wise: ranking as regression or 
classification over query-documents

Pair-wise: ranking as binary 
classification over preference pairs

List-wise: training/predicting ranking 
at query (document list) level



Retrieving Information is a Process
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how trap mice alive

Documents

Task

Information

need

Query

Result

Search Engine

Query

Reformulation

Get rid of mice in a 

politically correct way

Info about removing mice

without killing them 

Search



With (Multiple Rounds of) Interactions
between Users and Search Engines
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Reinforcement Learning: Modeling the
Interactions
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Agent

Environment



Interactions between AlphaGo and its
Opponent
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Interactions between Search Engine
and Search Users

79

Different definitions of the components (time steps,
actions, rewards etc.) leads to different IR tasks



Granularity of Time Steps

• At each time step, the user may
– Submit a new query

e.g., session search

– Browse a result page

e.g., multi-page search

– Browse an item

e.g., relevance ranking,
search result diversification
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How to Get the Rewards?

• From real users

– E.g., online learning to rank

• From simulated environment
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RL Approaches to IR

Granularity of Time Steps

One item per step One result page
per step

One query per
step

Source
of

Rewards

Simulation

Relevance ranking
MDPRank (Zeng et al., ‘17)

Diverse ranking
MDP-DIV (Xia et al., ’17);
M2Div (Feng et al., ‘18)

N/A N/A

Real users

Online ranking
Dueling Bandits (Yue et al.,
‘09), (Hofmann et al.,
IRJ ’13)

Multi-Page search
MDP-MPS (Zeng et al., ’18);
DPG-FBE (Hu et al., 
Arxiv ’18);
IES (Jin et al, ’13)

Session search
QCM (Guan et al, ’13);
Win-Win (Luo et al,’14);
DPL (Luo et al, ’15)
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APPROACHES
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RL Approaches to IR

Granularity of Time Steps

One item per step One result page
per step

One query per
step

Source
of

Rewards

Simulation

Relevance ranking
MDPRank (Zeng et al., ‘17)

Diverse ranking
MDP-DIV (Xia et al., ’17);
M2Div (Feng et al., ‘18)

N/A N/A

Real users

Online ranking
Dueling Bandits (Yue et al.,
‘09), (Hofmann et al.,
IRJ ’13)

Multi-Page search
MDP-MPS (Zeng et al., ’18);
DPG-FBE (Hu et al., 
Arxiv ’18);
IES (Jin et al, ’13)

Session search
QCM (Guan et al, ’13);
Win-Win (Luo et al,’14);
DPL (Luo et al, ’15)
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Interaction Framework of Relevance/Diverse Ranking

• Action: Selects a document and puts ranking list 

• Observation: query, top t ranked list, candidate set

• Reward: designed based on rank evaluation measures

Ranked list

candidates

Simulated environment
(judged documents)

DCG, αDCG, Srecall …



Modeling Ranking with MDP

86

Candidate document set

Decide which doc 
should be selected for 
the 2nd rank

query

Rank 1: doc 1

Rank 2: ?

MDP factors Corresponding ranking factors

Time steps The ranking positions

State Query, preceding docs, candidate docs etc. 

Policy Distribution over candidate docs

Action Selecting a doc and placing it to current position

Reward Defining reward based on IR evaluation measures (e.g., DCG)

State transition Depends on the definition of the state



Search Result Diversification

• Query: information 
needs are ambiguous 
and multi-faceted

• Search results: may 
contain redundant 
information

• Goal: covering as 
much subtopics as 
possible with a few 
documents

87

Query: jaguar



Modeling Diverse Ranking with MDP (MDP-DIV)
(Xia et al., SIGIR ‘17)

• Key points

– Mimic user top-down browsing behaviors

– Model dynamic information needs with MDP state

• States 𝑠𝑡 = [𝑍𝑡, 𝑋𝑡, 𝐡𝑡]

– 𝑍𝑡: sequence of 𝑡 preceding documents, 𝑍0 = 𝜙

– 𝑋𝑡: set of candidate documents, 𝑋0 = 𝑋

– 𝐡𝑡 ∈ 𝑅
𝐾: latent vector, encodes user perceived utility 

from preceding documents, initialized with the 
information needs form the query: 

𝐡0 = 𝜎 𝐕𝑞𝐪
88



Modeling Diverse Ranking with MDP

89

MDP factors Corresponding diverse ranking factors

Time steps The ranking positions

State 𝑠𝑡 = 𝑍𝑡, 𝑋𝑡, 𝐡𝑡

Policy
𝜋 𝑎𝑡|𝑠𝑡 = [𝑍𝑡, 𝑋𝑡, 𝐡𝑡] =

exp 𝐱𝑚 𝑎𝑡
𝑇 𝐔𝐡𝑡

𝑍

Action Selecting a doc and placing it to rank 𝑡 + 1

Reward Based on evaluation measure αDCG, SRecall etc. For example:  
𝑅 = 𝛼DCG 𝑡 + 1 − 𝛼DCG 𝑡 ;
𝑅 = SRecall 𝑡 + 1 − SRecall 𝑡

State Transition 𝑠𝑡+1 = 𝑇 𝑠𝑡 = [𝑍𝑡, 𝑋𝑡, 𝐡𝑡], 𝑎𝑡
= 𝑍𝑡⨁ 𝐱𝑚 𝑎𝑡 , 𝑋𝑡\ 𝐱𝑚 𝑎𝑡 , 𝜎 𝐕𝐱𝑚 𝑎𝑡 +𝐖𝐡𝑡

𝐱𝑚 𝑎𝑡 : document 

embedding



Ranking Process: Initialize State
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Document 
ranking

Ranker

Candidate 
documents

Initial user inf. needs

Query

𝑠0 = 𝜙, 𝑋, 𝜎 𝐕𝑞𝐪



Ranking Process: Policy

91

Document 
ranking

Ranker

Candidate 
documents

Query

Calculate the policy

𝜋 𝑎𝑡|𝑠𝑡 =
exp 𝐱𝑚 𝑎𝑡
𝑇 𝐔𝐡𝑡

𝑍



Ranking Process: Action
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Document 
ranking

Ranker

Candidate 
documents

Query

Sample action 
according to policy

doc at rank 1



Ranking Process: Reward
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Document 
ranking

Ranker

Candidate 
documents

Query

Get reward, e.g., 
𝑅 = 𝛼𝐷𝐶𝐺 𝑡 + 1 − 𝛼𝐷𝐶𝐺 𝑡

doc at rank 1



Ranking Process: State Transition
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Document 
ranking

Ranker

Candidate 
documents

Query

doc at rank 1

𝑠𝑡+1 = 𝑍𝑡⨁ 𝐱𝑚 𝑎𝑡 , 𝑋𝑡\ 𝐱𝑚 𝑎𝑡 , 𝜎 𝐕𝐱𝑚 𝑎𝑡 +𝐖𝐡𝑡

Update ranked list, candidate set, and latent vector 



Ranking Process: Iterate
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Document 
ranking

Ranker

Candidate 
documents

Query

doc at rank 1 doc at rank 1

doc at rank 2

doc at rank 1

doc at rank 2

doc at rank 3



Learning with Policy Gradient

• Model parameters 𝚯 = 𝐕𝑞 , 𝐔, 𝐕,𝐖

• Learning objective: maximizing expected return 
(discounted sum of rewards) of each training query

max
𝚯
𝑣(𝐪) = 𝐸𝜋𝐺0 = 𝐸𝜋  

𝑘=0

𝑀−1

𝛾𝑘𝑟𝑘+1

– Directly optimizes evaluation measure as 𝐺0 = 𝛼DCG@𝑀

• Monte-Carlo stochastic gradient ascent is used to 
conduct the optimization (REINFORCE algorithm)

 𝛻𝚯𝑣 𝐪 = 𝛾
tGt𝛻𝚯 log 𝜋 𝑎𝑡|𝑠𝑡; 𝚯
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Greedy Decisions in MDP-DIV

• Full exploitation as there is no supervision
information can be provided

97

Search global optimal solution amounts to the 
problem of subset selection, NP-hard!



Why Greedy?

• Training: exploration and exploitation
• Online ranking: exploitation only
• From the viewpoint modeling the environment

– Environment model simulates the rewards!
– Training: supervision information available, can judge

the quality of exploration
– Online ranking: no supervision information, cannot

make the judgement (no reward)

• The environment model cannot be generalized to
unseen query!
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Ways to Address the Problem

• Exhaustive search (Brute-force search)
– Enumerating all possible candidate rankings

– Checking their performances at each position

– Output the best ranking

– Global optimal solution but extremely costly

• Monte Carlo tree search (MCTS)
– Search tree based on random sampling

– Near-optimal solution but much faster

– A environment model that can be generated!

– Adopted by AlphaGo Zero
99



MCTS Enhanced MDP for Diverse Ranking
(Feng et al., SIGIR ‘18)

• Ranking as an MDP

• MCTS guided by the predicted policies and values
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Learning the Parameters

• Predicted value is as
close to the real α-
NDCG as possible

• Raw policy is as
close to the search
policy as possible
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Relation with AlphaGo Zero

• Task formalization
– Playing of Go: alternating Markov game
– Diverse ranking: sequential document selection

• Supervision information
– AlphaGo Zero: results of self-play
– Diverse ranking: human labels and the predefined 

evaluation measure

• Shared neural networks
– AlphaGo Zero: residual network with raw board 

positions as inputs
– Diverse ranking: LSTM with sequence of selected

documents
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Evaluation
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Why MCTS helps?

• Model-free RL: the agent does not know
– How state will change in response to its actions
– What immediate reward it will receive

• Model-free RL v.s. Model-based RL
– Model-free RL don’t have to learn a model of the 

environment to find a good policy: policy gradient, Q-
learning, Actor-critic

– Model-based RL: agent make predictions about what the 
next state and reward will be (MCTS tries to do this,
invoked the knowledge about ranking)
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RL Approaches to IR

Granularity of Time Steps

One item per step One result page
per step

One query per
step

Source
of

Rewards

Simulation

Relevance ranking
MDPRank (Zeng et al., ‘17)

Diverse ranking
MDP-DIV (Xia et al., ’17);
M2Div (Feng et al., ‘18)

N/A N/A

Real users

Online ranking
Dueling Bandits (Yue et al.,
‘09), (Hofmann et al.,
IRJ ’13)

Multi-Page search
MDP-MPS (Zeng et al., ’18);
DPG-FBE (Hu et al., 
Arxiv ’18);
IES (Jin et al, ’13)

Session search
QCM (Guan et al, ’13);
Win-Win (Luo et al,’14);
DPL (Luo et al, ’15)
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Clicked

Interaction Framework of Online Ranking

• Action: generate a document ranking list 
• Observation: user behavior on the ranking list, e.g.,

browsing, click etc.
• Reward: calculated based on user clicks



Ranked Bandit Algorithm
[Radlinski et al., ICML ’08]

• For addressing diverse ranking problem
– MABi for each rank i
– Each arm corresponds to a document

• Runs an MAB instance at each rank
– Step 1: MAB1 is responsible for choosing document

shown at rank 1
– Step 2: MAB2 is responsible for choosing document

shown at rank 2
– … until top K documents are selected

• Show top K to users and receive response
– Rewards: 1 if clicked and 0 if not
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Ranked Bandit Algorithm (cont’)

108

Document selection for k

positions

Update bandits



Which ranking list is better based on user responses (clicks)?

Dueling Bandit Gradient Descent(DBGD): update reject case

Rank A

It is hard to 
give a exact 

reward

Rank A Rank B

It is obvious 
that A is 
better

Used policy New policy
exploration

Rank 0 is better

Rank 0 Rank 1

Used policy will keep the same.

Dueling Bandits (Yue et al., ICML ‘09)



Used policy New policy
exploration

Rank 2 is better

Rank 0 Rank 2

Used policy will be changed.

Exploration-exploitation tradeoff

Exploration Exploitation

0

1

23

4
Time 1 : 0 is better

Time 2 : 0 is better

Time 3 : 0 is better

Time 4 : 4 is better
Old

New
Radius of 

Exploration parameter: 

Length of 

Exploitation parameter: 

Dueling Bandit Gradient Descent(DBGD): update accept case

Dueling Bandits (cont’)



It is not natural to request users judging two ranking lists for one query!

Used policy New policy
exploration

Rank 0 Rank 2

Rank *

Probability k Probability 1-k 

Human Clickk describe the exploration rate 

Click or not： 𝐶1 𝐶2 𝐶3 𝐶4 𝐶5

𝐶1 + 𝐶3 + 𝐶4
3

𝐶2 + 𝐶5
2

VS

The larger, the better

Balancing Exploration and Exploitation
(Hofmann et al., IRJ ‘13) 



RL Approaches to IR

Granularity of Time Steps

One item per step One result page
per step

One query per
step

Source
of

Rewards

Simulation

Relevance ranking
MDPRank (Zeng et al., ‘17)

Diverse ranking
MDP-DIV (Xia et al., ’17);
M2Div (Feng et al., ‘18)

N/A N/A

Real users

Online ranking
Dueling Bandits (Yue et al.,
‘09), (Hofmann et al.,
IRJ ’13)

Multi-Page search
MDP-MPS (Zeng et al., ’18);
DPG-FBE (Hu et al., 
Arxiv ’18);

Session search
QCM (Guan et al, ’13);
Win-Win (Luo et al,’14);
DPL (Luo et al, ’15)
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Multi-Page Search

• Web search engines typically provide multiple pages of search 
results, each contains 10 blue links

• Recall minded or exploratory search users are likely to access 
more than one page

• How to rank the remaining webpages given historical user
actions?

113



Multi-Page Search as MDP

• Agent (Search engine)
– Construct search result page

• Environment (user)
– Issues query, takes actions based on the search results

• Reward
– Based on user activities, e.g., clicks, dwell time 114

Candidate 
Set

Action: construct a search result page

Search Result 
Page

ActionState
Reward

S
R

Apage_1

State: the query
       the  selected search result page   

page_2 page_t···query



Relevance Feedback based on MDP
MDP-MPS (Zeng et al., ICTIR ’18)

• MDP as a relevance feedback model
– State: query, user historical clicks

– Policy: rank score = raw relevance + positive feedback + negative feedback

– Action: construct a search result page based on policy

– Reward: DCG improvements over the result page

• Learning: maximizing the cumulated rewards
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ActionState
Reward

S
R

A

page_1

State: the query
       the  selected search result page   

page_2 page_t···query

β

γ

·

·
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k x r
k

|
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k |

x T
P N ir

k x ir
k

|
P N ir

k x ir
k |

+

+

xT q raw relevance

positive feedback

negative feedback



E-commerce Search as MDP
DPG-FBE (Hu et al., Arxiv ’18)

• Product search as multi-step ranking
– 1. User issues a query

– 2. Search engine ranks items related to the query and displays top K

– 3. User makes operations (continue, convention, abandon) on the page

– 4. User issue page request, search engine re-ranks the rest of items and
display top K

– ……
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DPG-FBE (cont’)

• The measure metric as reward:

• Maximize the reward:

117

ActionState Reward
S

R
A

S = H C
S
H B

S
H L

H C = {C (ht)|8ht 2 H t,0 t< T }

H B = {B (ht)|8ht 2 H t,0 < t T }

H L = {L (ht)|8ht 2 H t,0 < t T }

1. all continuation events

2. all conversion events

3. all abondon events

The action space 
      contains all possible ranking functions

At each time step, 
       the search engine chose a rank function 
       which could construct a item page 

A



RL Approaches to IR

Granularity of Time Steps

One item per step One result page
per step

One query per
step

Source
of

Rewards

Simulation

Relevance ranking
MDPRank (Zeng et al., ‘17)

Diverse ranking
MDP-DIV (Xia et al., ’17);
M2Div (Feng et al., ‘18)

N/A N/A

Real users

Online ranking
Dueling Bandits (Yue et al.,
‘09), (Hofmann et al.,
IRJ ’13)

Multi-Page search
MDP-MPS (Zeng et al., ’18);
DPG-FBE (Hu et al., 
Arxiv ’18);

Session search
QCM (Guan et al, ’13);
Win-Win (Luo et al,’14);
DPL (Luo et al, ’15)
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Session Search
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Session search as dual agent game 

• User agent browns the document rank list and change query.
– User action 𝐴𝑢 => Query change (Theme terms, Added terms and Removed terms)

• Search engine agent Observes the query change from the user agent and construct the 
rank list.
– Search engine action 𝐴𝑠𝑒 => Adjustments on the term weights, (decreasing, increasing and 

maintaining term weights).
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Search Engine
Action

State

User
Action

Search Engine
Reward

User
Reward

A u

S

A se

R seR u



Query Change Model
(Guan et al., SIGIR’13)

• Model the relevant of a document 𝑑 to the current query 𝑞𝑖 as

121

𝑠𝑐𝑜𝑟𝑒 𝑞𝑖 , 𝑑 = 𝑃 𝑞𝑖|𝑑 + 𝛾 

𝑎

𝑃 𝑞𝑖|𝑞𝑖−1, 𝐷𝑖−1, 𝑎 max
𝐷𝑖−1
𝑃 𝑞𝑖−1|𝐷𝑖−1

Search Engine
Action

State

query_1

State: the query history

query_2 query_t···

User
Action Search Engine

Reward
R se

A u

S

: measure the rank list

P (qt|d)
Based on the relevance of a doc to 
the current query

R se

A se

Candidate 
Set

    : adjust the term weights select document rank list

Rank 
List

A se

Theme 
Term

: construct the query change
Added
Term

Removed
Term

A u



Experimental result

Approach nDCG@10 nDCG MAP nERR@10

Lemur 0.2474 0.2627 0.1274 0.2857

TREC’12 median 0.2608 0.2648 0.1440 0.2626

TREC’12 best 0.3221 0.2865 0.1559 0.3595

PRF 0.2074 0.2335 0.1065 0.2415

Rocchio 0.2446 0.2714 0.1281 0.2950

Rocchio-CLK 0.2916 0.2866 0.1449 0.3366

Rocchio-SAT 0.2889 0.2836 0.1467 0.3254

QCM 0.3353 0.3054 0.1529 0.1534

Win-Win 0.2941 0.2691 0.1346 0.3403

Search accuracy on TREC 2012 Session 



RL Approaches to IR

Granularity of Time Steps

One item per step One result page
per step

One query per
step

Source
of

Rewards

Simulation

Relevance ranking
MDPRank (Zeng et al., ‘17)

Diverse ranking
MDP-DIV (Xia et al., ’17);
M2Div (Feng et al., ‘18)

N/A N/A

Real users

Online ranking
Dueling Bandits (Yue et al.,
‘09), (Hofmann et al.,
IRJ ’13)

Multi-Page search
MDP-MPS (Zeng et al., ’18);
DPG-FBE (Hu et al., 
Arxiv ’18);
IES (Jin et al, ’13)

Session search
QCM (Guan et al, ’13);
Win-Win (Luo et al,’14);
DPL (Luo et al, ’15)
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Discussion
Environment Simulation v.s. Real User
• Almost all methods try to simulate the user actions

– Interaction with real users are expensive (time,
implementation etc.)

– Nonoptimal results hurt user experience

– Seems the click models trained with log data work well in
most cases

– On-policy algorithms were well studied

• However, simulated responses ≠ real user responses
– Performances heavily depend on the quality of simulation

(e.g., calculation of the rewards)

– Can the simulation model generate well to all queries and
documents? 124



Discussion
on-policy v.s. off-policy

• On-policy: learn policy 𝜋 from experience sampled
from 𝜋
– Need real-time interactions with search users,
– or simulated environment

• Off-policy: learn policy 𝜋 from experience sampled
from 𝜇
– Training: learn ranking policy 𝜋 from click-through /

labeled data (data sampled from 𝜇)
– Online ranking: ranking document with 𝜋 (usually only

exploitation)
– Available of large scale click-through data making off-

policy attractive
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Discussion
Modeling the Environment

• Environment accepts state and action, outputs next
state and reward

• MDP-DIV and MDPRank: rewards based on human
relevance labels
– Cannot generalize to new queries and documents

– Training: exploration + exploitation;
Online ranking: exploitation only

• M2Div: Monte Carlo tree search based on value
estimation
– On-policy: identical policy at training and online
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Looking Forward: Beyond Ranking

• Reinforcement information retrieval

– Semantic matching (He et al., submitted to CCIR ‘18)

– Sequence tagging (Lao et al., ArXiv ‘18)

– Gradient quantization (Cui et al., ICTIR ‘18)

• Reinforcement information access

– IR/Recommendation/Ads: two sides of the same
coin
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Outline

• Introduction

• Deep Semantic Matching 

– Methods of Representation Learning

– Methods of Matching Function Learning

• Reinforcement Learning to Rank

– Formulation IR Ranking with RL

– Approaches

• Summary
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Summary

129

Search UI
Query
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Deep Semantic Matching

• Methods of Representation Learning
– Step 1: calculate representation 𝜙(𝑥)

– Step 2: conduct matching 𝐹 𝜙 𝑥 , 𝜙 𝑦

• Methods of Matching Function Learning
– Step 1: construct basic low-level matching signals

– Step 2: aggregate matching patterns

• Similarity Matching ≠ Relevance Matching
– Methods based on global distributions of matching

strengths

– Methods based on local context of matched terms
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Reinforcement Learning to Rank

• Ranking as agent-environment interaction
– Agent: search engine

– Environment: user

• Different definitions of time steps and rewards
leads to different RLTR algorithms
– Relevance ranking

– Diverse ranking

– Online learning to rank

– Session search

……
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Challenges

• Data: building better benchmarks
– Large-scale text matching data

– Large-scale user-item matching data with rich attributes. 

• Model: data-driven + knowledge-driven
– Most current methods are purely data-driven

– Prior information (e.g., domain knowledge, large-scale knowledge 
based) is helpful and should be integrated into data-driven learning in 
a principled way. 

• Task: multiple criteria
– Existing work have primarily focused on similarity

– Different application scenarios should have different matching goals 

– Other criteria such as novelty, diversity, and explainability should be 
taken into consideration
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Thanks! 
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