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Where does knowledge come from?
● The human brain contains 

roughly 100 billion neurons 
each capable of making 
around 1,000 connections

● Where do we get these 100 
TB parameters?

● How many lines of code do I 
need to write if I want to 
achieve AI?

2

[Wickman 2012]



The Mind's Eye

a small machine which 
can copy large amount of 
complexity from the world 

to the brain
3

a suitable 
representation the world



Mandelbrot Set

the nature 
of complex 
numbers 
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z0 = 0



ACL 2017
● The premier conference in natural language understanding
● Vancouver, Canada
● 1,318 submissions, 302 accepted
● 1700 attendees



[Nivre ACL talk]



Recent changes
● More IE, summarization/generation, and dialogue



[kyunghyun cho 2017]

In perspective
● Sequence models are 

the most advanced 
and impactful, which 
ML has ever offered

○ A lot of recent effort 
in adding memory, 
but no impact yet



Seq2seq models
[Lapata ACL talk]



Lapata's scream
[Lapata ACL talk]



Plan
● Information extraction
● Semantic parsing
● Semantic representation



Information Extraction
● Has its root in DARPA

○ An intelligent agent monitoring a news data feed requires IE to 
transform unstructured data into something that can be reasoned 
with, e.g., (PERSON, works_for, ORGANIZATION)
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Information Extraction
● The result technologies can only be applied to 

restricted domains
○ Supervised training is limited by labeled data

■ (Zhou et al., 2005; Zhou et al., 2007; Sur-deanu and Ciaramita, 2007)

○ Unsupervised approaches can extract very large numbers of triple, but may not be 
easy to map to relations needed

■ (Shinyama and Sekine, 2006;Banko et al., 2007)

○ Distantly supervision is scalable, but still limited by the KB schema 
■ (Mints et al., 2009)
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[Mintz+ 2009]



Problem Formulation
Entity->Relation->Event

1. Named Entity Recognition (NER)
2. Relation Classification: Binary and N-ary
3. Event Extraction



Neural Architectures for Named Entity Recognition 
Supervised training

Neural Architecture: LSTM+CRF

https://github.com/clab/stack-lstm-ner



Extract Relations from Unstructured Text



Extract Relations from Unstructured Text
Sentence Level



Extract Relations from Unstructured Text
Corpus Level

At-least-one Hypothesis
If two entities participate in a relation, at least one sentence that mentions 
these two entities might express that relation. 



Convert into Classification Problem



Matrix-Vector Recursive Neural Network for Relation Classification

Socher, EMNLP 2012



Convolutional Neural Network
Zeng, COLING 2014



Attention-Based Bidirectional Long Short-Term Memory Networks for 
Relation Classification Zhou, ACL 2016



Performances
•SemEval-2010 Task 8

# of training instance 8,000
# of test instance 2,717
# of relationships 19



Joint Extraction of Entities and Relations
Zheng, ACL 2015



Distant Supervision for Relation Extraction
Distant supervision automatically generates amount of 
training data, overcome the manually-labeling problem.



Multi-instance Learning
● T Bags 
● i-th bag has qi instances

● Objective function:

where

Zeng, EMNLP 2015



Piece-wise CNN Model Zeng, EMNLP 2015



Selective Attention over Instances
Selective Attention

A is a weighted diagonal matrix

•r is the query vector associated with 
relation r

The final set vector s 

Lin, ACL 2016



Case Study



From Static Knowledge to Dynamic Knowledge
Dynamic Knowledge: Event-Centric Knowledge Graph



Extract Event from Unstructured Text



Definition of Event Extraction
Definition:

Event trigger, Event Type, Event argument, Argument role



Event Extraction vs. Relation Extraction



Type of Events



Example

He has fired his air defense chief. 

Position (End-Position)



Event Extraction via Dynamic Multi-Pooling Convolutional 
Neural Networks Chen, ACL 2015



Experiments
Dataset：ACE 2005
Testing: 40 newswire articles
Development: 30 documents
Training: The rest (529) documents



Joint Event Extraction via Recurrent Neural Networks
Nguyen, NAACL 2016



Brief Summary of IE
● Deep Learning

○ Sentence Representation (CNN/RNN)
○ Attention

● Data
○ Human Labeled
○ Distant Supervision



A representative IE domain
● Its conclusions can be applied to other domains 



IE [Poon+ 2017]
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Graphical models are expensive
[Poon+ 2017]



Embeddings and random walks are more scalable
[Poon+ 2017]



[Poon+ 2017]



[Poon+ 2017]



Plan
● Information extraction
● Semantic parsing
● Semantic representation



Can this KG pattern be learned?

Parent

Gender Gender

NameBart 
Simpson

Bart's father 
is Homer

When reasoning is needed to understand text
[Liang+ 2017]



Language, Translation & Control

1) Natural languages are programming languages 
to control human behavior

2) For machines to understand natural languages, 
they just need a translation model, which 
converts questions (statements) to programs

3) The programs find answers when "executed" 
against KB

[Liang+ 2017]



Semantic Parsing: Language to Programs

Natural Language 
Question/Instruction

Goal

[Berant, et al 2013; Liang 2013]

Full supervision  
(hard to collect)

Weak supervision  
(easy to collect)

Program / 
Logical Form

Answer
LATE

NT

[Liang+ 2017]



Question Answering with Knowledge Base

Freebase, DBpedia, YAGO, NELL

Largest city in US? 
GO
(Hop V1 CityIn)
(Argmax V2 Population)
RETURN

NYC

1. Compositionality 2. Large Search Space

Freebase: 
23K predicates, 82M 
entities, 417M triplets 

[Liang+ 2017]



WebQuestionsSP Dataset 

● 5,810 questions Google Suggest API & Amazon MTurk1

● Remove invalid QA pairs2

● 3,098 training examples, 1,639 testing examples remaining
● Open-domain, and contains grammatical error
● Multiple entities as answer => macro-averaged F1

[Berant et al, 2013; Yih et al, 2016]

• What do Michelle Obama do for a living?                           writer, lawyer
• What character did Natalie Portman play in Star Wars?   Padme Amidala
• What currency do you use in Costa Rica?                           Costa Rican colon
• What did Obama study in school?                                      political science
• What killed Sammy Davis Jr?                                            throat cancer

Grammatical  error Multiple entities

[Liang+ 2017]



(Scalable) Neural Program Induction

[Reed & Freitas 2015]

● The learned operations are not as 
scalable and precise.

● Why not use existing modules that 
are scalable, precise and 
interpretable? 

● Impressive works to show NN can 
learn addition and sorting, but...

[Zaremba & Sutskever 2016]

[Liang+ 2017]



Connectionism + Symbolism

66

a symbolic 
machine

a sequence 
of symbols

a neural 
controller

The symbolic models represents 
elegant solutions to problems, 

and have been dominating AI for 
a very long time

Once we have figured out how to 
train them, the connectionism 

approaches starts to win 

[Liang+ 2017]



Programmer ComputerManager

Program

Output

Question 

Answer Predefined 
Functions

Neural Symbolic Machines
Weak 

supervision
Neural Symbolic

Knowledge Base

Abstract
Scalable
Precise

Non-differentiable

[Liang+ 2017]



Symbolic Machines in Brains

● 2014 Nobel Prize in Physiology 
or Medicine awarded for ‘inner 
GPS’ research

● Positions are represented as 
discrete numbers in animals' 
brains, which enable accurate 
and autonomous calculations

[Stensola+ 2012]

Brain Symbolic 
ModulesEnvironment

Mean grid spacing for all modules 
(M1–M4) in all animals (colour-coded)



Simple Seq2Seq model is not enough
Hop R0 !CityIn( )

Largest city ( Hop R0in US GO !CityIn Argmax R1( )Population)

R2 Population ReturnArgmax )(

1. Compositionality 2. Large Search Space

23K predicates, 
82M entities, 
417M triplets 

1.Key-Variable Memory 2.Code Assistance
3.Augmented REINFORCE

[Liang+ 2017]



Key-Variable Memory for Compositionality

● A linearised bottom-up derivation 
of the recursive program.  

Key Variable

v1 R1(m.USA)
Execute
( Argmax R2 Population )

Execute
Return

m.NYCKey Variable

... ...

v3 R3(m.NYC)

Key Variable

v1 R1(m.USA)

v2 R2(list of US cities)

Execute
( Hop R1 !CityIn )

Hop R1 !CityIn( )

Largest city ( Hop R1in US GO !CityIn Argmax R2( )Population)

R2 Population ReturnArgmax )(

Entity Resolver

[Liang+ 2017]



Key-Variable Memory: Save Intermediate Value

Key
(Embedding)

Variable
(Symbol)

Value
(Data in Computer)

V0 R0 m.USA

V1 R1 [m.SF, m.NYC, ...]

Hop R0 !CityIn( )

( Hop R0GO !CityIn

Computer
Execution

ResultExpression is finished. 

[Liang+ 2017]



Key-Variable Memory: Reuse Intermediate Value
Key

(Embedding)
Variable
(Symbol)

Value
(Data in Computer)

V0 R0 m.USA

V1 R1 [m.SF, m.NYC, ...]

)

!CityIn Argmax()

Argmax(

Softmax

Neural Symbolic

[Liang+ 2017]



Code Assistance: Prune Search Space

IDE
Pen and paper

[Liang+ 2017]



Code Assistance: Syntactic Constraint

V0 R0

V1 R1

... ...

E0 Hop

E1 Argmax

... ...

P0 CityIn

P1 BornIn

... ...

(

(GO

Decoder Vocab

Functions: <10

Predicates: 23K

Softmax

Variables: <10

[Liang+ 2017]



Code Assistance: Syntactic Constraint

V0 R0

V1 R1

... ...

E0 Hop

E1 Argmax

... ...

P0 CityIn

P1 BornIn

... ...

(

(GO

Decoder Vocab

Functions: <10

Predicates: 23K

Softmax

Variables: <10

Last token is ‘(’, so 
has to output a 
function name next.

[Liang+ 2017]



Code Assistance: Semantic Constraint

V0 R0

V1 R1

... ...

E0 Hop

E1 Argmax

... ...

P0 CityIn

P1 BornIn

... ...

Decoder Vocab

Functions: <10

Predicates: 23K

Softmax

Variables: <10

Hop R0(

( Hop R0GO

[Liang+ 2017]



Code Assistance: Semantic Constraint

V0 R0

V1 R1

... ...

E0 Hop

E1 Argmax

... ...

P0 CityIn

P1 BornIn

... ...

Decoder Vocab

Functions: <10

Predicates: 23K

Softmax

Variables: <10

Hop R0(

( Hop R0GO

Valid Predicates: 
<100

Given definition of 
Hop, need to output 
a predicate that is 
connected to R2 
(m.USA).

[Liang+ 2017]



REINFORCE Training

Sampling Policy gradient 
update

Samples

Updated 
Model

2. Cold start problem
Without supervised 
pretraining, the gradients at 
the beginning

1.High variance
Requires a lot of 
(expensive) samples

[Liang+ 2017]



Iterative Maximum Likelihood Training (Hard EM)

Beam search Maximum likelihood 
update

Updated 
Model

1.Spurious program 
Mistake PlaceOfBirth 
for PlaceOfDeath. 

2.Lack of negative examples
Mistake SibilingsOf for 
ParentsOf. 

Approximate 
Gold Programs

[Liang+ 2017]



Augmented REINFORCE

1.Reduce variance 
at the cost of bias

2. Mix in approximate gold 
programs to bootstrap and 
stabilize training

Top k in beam (1 − α)

α

Updated 
Model

Approximate 
Gold Programs

Policy gradient 
updateBeam search

[Liang+ 2017]



KG server 1

KG server m

…...

Actor 1

Actor 2

Actor n

…...
Learner

QA pairs 1

QA pairs 2

QA pairs n

Solutions 1

Solutions 2

Solutions n

…...…...

Model 
checkpoint

Distributed Architecture
● 200 actors, 1 learner, 50 Knowledge Graph servers

[Liang+ 2017]



Generated Programs
● Question: “what college did russell wilson go to?” 
● Generated program:

(hop v1 /people/person/education) 
(hop v2 /education/education/institution) 
(filter v3 v0 /common/topic/notable_types ) 
<EOP>

In which
v0 = “College/University” (m.01y2hnl) 
v1 = “Russell Wilson” (m.05c10yf)

● Distribution of the length of generated programs

[Liang+ 2017]



New State-of-the-Art on WebQuestionsSP

● First end-to-end neural network to achieve SOTA on semantic parsing with 
weak supervision over large knowledge base

● The performance is approaching SOTA with full supervision 

[Liang+ 2017]



Augmented REINFORCE

● REINFORCE get stuck at local maxima
● Iterative ML training is not directly optimizing the F1 score
● Augmented REINFORCE obtains the best performances

[Liang+ 2017]



From open IE 
to matching 
problems

85

"what is Italy money" "Italy currency" Italy.Currency

manual rules

"latest meeting" "meeting with the 
largest end time"

[Berant  & Liang 2014]

argmax(type.meeting, 
       end_time)



From open IE 
to matching 
problems
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"what is Italy money" "Italy currency" Italy.Currency

large number of 
training examples

no training

The beauty of 
the proposed 
approach

manual rules

"latest meeting" "meeting with the 
largest end time"

argmax(type.meeting, 
       end_time)

[Berant  & Liang 2014]



The Web as a KB
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[Pasupat & Liang 2015]

[Berant+ 2013]
[Liang 2013]

[Liang+ 2011]



The Web as a KB

88[Zelle + Mooney, 1996 / Wong + Mooney, 2007 / Zettlemoyer + Collins, 2007 / Kwiatkowski et al., 2011 / ...]

[Pasupat & Liang 2015]



The Web as a KB
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[Pasupat & Liang 2015]

[Cai + Yates, 2013 / Berant et al., 2013 + 2014 / Fader et al., 2014 / Reddy et al., 2014 / ...]



The Web as a KB
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[Pasupat & Liang 2015]

QA on semi-structured data

Input: utterance  x  and HTML table  t
Output: answer  y
Training data:  list of (x, t, y) — no logical form
WikiTableQuestions dataset:

▸ Tables  t  are from Wikipedia
▸ Questions  x  and answers  y  are from Mechanical Turk 
— Prompts are given to encourage compositionality
e.g. Prompt: The question must contains "last" (or a synonym)
In what city did Piotr's last 1st place finish occur?



The Web as a KB
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[Pasupat & Liang 2015]

Tables are 
represented 
as graphs



Learning a Neural Semantic Parser from User Feedback

● neural sequence models to map 
utterances directly to SQL, 
bypassing any intermediate 
meaning representations

● These models are immediately 
deployed online to solicit 
feedback from real users to flag 
incorrect queries.

[Iyer+ UW]



Learning Structured Natural Language Representations for Semantic 
Parsing

[Cheng+ edinburgh]



Plan
● Information extraction
● Semantic parsing
● Semantic representation



The AI Elephant
● Each subfield of AI 

holds certain truth, 
but not all of it



Putting 
things 
together

DL                                    RL                                   NLP

function approximation correct training structural bias

?



Language & reasoning
● Language was primarily invented for reasoning
● Communication comes later



Lapata's scream
[Lapata ACL talk 2017]



Noah's Bias

(structural)

[Smith ACL talk 2017]



Why Relation Extraction Worked
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Closed domain queries

Semantic parser

KB relations

Text or html patterns 

Web docs

q  q  q  q  q  q  q  

R R

d  d  d  d  d  d  d  d

● In very restricted domains



Why Open Domain Relation Extraction Is Hard
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Open domain queries

Lexicon and matching

Open domain relations

Reverb extraction rules

Web docs

q  q q  q  q  q  q  q  q  

R R R R R R R R

d d  d  d  d  d  d  d  d

● Open domain schemas are not compact enough

how to define a 
schema for OIE?



Neural AMR: Sequence-to-Sequence Models for Parsing and Generation
[Konstas+ 2017, UW]



Question answering as a simple test bed

Text

Question

AnswerKnowledge 
Store

Program Generate 
(i.e. learning)

Execute
(i.e. no learning)

Expected 
Answer Reward

● A good semantic representation should 
support reasoning (computation)



Thanks



Theory of cognitive development
● Piaget identified several important milestones in 

the mental development of children
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"It is with children that we 
have the best chance of 

studying the development 
of logical knowledge, 

mathematical knowledge, 
physical knowledge, and 
so forth."   -- Jean Piaget



Combine KB completion models with relation 
extractions [Dong+ 2014]
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