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What does ad-hoc IR data look like?

i TraditIOnal IR uses human deep learning %
labels as ground truth for e = ol
evaluation ST

Machine Learning

hoose learning fat%_g, , T

. . é/ 0]
* Soideally we want to train
our ranking models on search queries _—
human labels
e User interaction data is rich machine earning

but may contain different

D
biases compared to human
annotated labels s

user interaction / click data human annotated labels



What does ad-hoc IR data look like?

In industry:

Document corpus: billions?
Query corpus: many billions?

Labelled data w/ raw text:
hundreds of thousands of
gueries

Labelled data w/ learning-to-
rank style features: same as
above

User interaction data: billions?

deep learning /é ‘
L Q) J
machine learning E[

>
o < learning rate m
rk & jfchoose ==

user interaction / click data human annotated labels



Success stories in industry

hed: January

The goal of this project is to develop a class of deep representation learning models. DSSM stands for Deep
Structured Semantic Model, or more general, Deep Semantic Similarity Model. DSSM, developed by the MSR Deep
Learning Technology Center(DLTC), is a deep neural network (DNN) modeling technique for representing text
strings (sentences, queries, predicates, entity mentions, etc.) in a continuous semantic space and modeling semantic
similarity between two text strings (e.q. Sent2Vec). DSSM has wide applications including information retrieval
and web search ranking (Huang et al. 2013; Shen et al. 2014a,2014b), ad selection/relevance, contextual entity
search and interestingness tasks (Gao et al. 2014a), question answering (Yih et al.. 2014), knowledge inference (Yang
et al, 2014), image captioning (Fang et al, 2014), and machine translation (Gao et al, 2014b) etc. DSSM can be used
to develop latent semantic models that project entities of different types (e.q., queries and documents) into a Po-5en Huang Hamid Palangi Xiaodang He
comman low-dimensional semantic space for a variety of machine leaming tasks such as ranking and classification. Researcher Assanate Researcher | Principal Reseaicher
For example, in web search ranking, the relevance of a document given a query can be readily computed as the
distance between them in that space. With the latest GPUs from Nvidia, we are able to train our models on billions
of words. Readers that are interested in deep leamning for text processing may refer to our recent tuterial (He et al.,

lianfeng Gao Yelong Shen Scott Wen-tau ¥ih
Partner Research Senior RSDE Senior Researcher

2014).
Manager

We released the predictors and trained model files of the DSSM (also ak.a. Sent2Vec).



What does ad-hoc IR data look like?

In academia:

I deepf@aming Q
« Document corpus: few billion ¢ A o
machine learning
* Query corpus: few million but ~osthory/ & fepoose learming 2 B
other sources (e.g., wiki titles) = == s/~ 8
F
can be used -
search queries document corpus

e Labelled data w/ raw text: few
hundred to few thousand
queries (TREC, LETOR)

e Labelled data w/ learning-to-
rank style features: tens of
thousands of queries (Yahoo!
Challenge)

human annotated labels



As a result...

* Most published neural models for IR are not as deep as those
for images or speeches.

* There have not been many significant improvements in
Neural IR as compared with traditional LTR.

“there’s
no such thing
as a free
lunch.”



Levels of Supervision

Unsupervised Fully supervised

e Train embeddings on e DNN models using e DNNs w/ raw text
unlabeled corpus and pre-trained input (one-hot word
use in traditional IR embeddings for input vectors or n-graph
models text representation vectors) trained on

e E.g., GLM, NTLM, e E.g., DRMM, labels or click
DESM MatchPyramid e E.g., DSSM, Duet

;\\ » N
\ \ ]
We have covered _’ N\ Wewilltalk /
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most of these about these



Today’s Agenda

Part |

* Fundamentals of IR

* Word Representations

* Word Representations for IR
Part I

* Supervised learning for rank
* Deep neural nets

* Deep neural nets for IR



Chapter 4
Supervised Learning to

Rank




Machine Learning to Rank

Major Steps

» Extract matching features from <query, document> pairs
» Labeling documents according to relevance to the query
» Learning a ranking function by minimizing a loss function
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Input Features

* Hand-crafted features for representing query-
document pairs

» Query-independent or static features
e e.g., incoming link count and document length

» Query-dependent or dynamic features
* e.g., BM25

» Query-level features
* e.g., query length



Input Features

1. Handcrafting matching features is time-consuming
» Feature design often requires expertise knowledge
» The work has to be done again for each task/domain/...

2. Human defined features are often incomplete
3. Human defined features are often over-specified

T abstract

Semantic Semantic Semantic
Representation Matching Representation
Syntactic Syntactic Syntactic

: Matching .
Representation Representation
Phrase
Phrase Matching Phrase
Word
Matching

specific



Taxonomy of LTR Approaches




Pointwise Approach

* Regression Model

e C(Classification

Support Vector Machine
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Cons & Pros of Pointwise Approach

* Pros:
» Simple and straightforward

» Direct apply existing algorithms to solve the ranking
task

 Cons:

» Consider each document independently, no relative
order is taken into account
» Learning objective deviates from the evaluation metrics
= Position
= Multi-grade labels



Pairwise Approach
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Cons & Pros of Pairwise Approach

* Pros:
» Simple and intuitive

» Modeling relative order, better capture the inherent
property of ranking than pointwise approach

» Strong performance, widely adopted by modern search
engines
* Cons:
» Learning objective deviates from the evaluation metrics
» A large number of pairs to train

p: perfect, g. good, b: bad
ldeal: pggbbbb \”

rankingl:gpghbbbb onewrong pair Worse \~

wwwwwwwwwwwwwww

ranking2: pgbgbbb one wrong pair Better



Listwise Approach

* Optimize Surrogate Loss
» ListMLE, ListNet, StrctRank, BoltzRank

Direct Optimize Evaluation Metrics

» Optimize an approximate function of the evaluation
metric (continuous & differentiable)

=  SoftRank, AppRank, SmoothRank
» Optimize an upper bound of the evaluation matric
(continuous & differentiable)
= SVMmap, SVMNDCG, PermuRank
» Direct optimization techniques on evaluation
metrics
= AdaRank, RankGP, LambdaMart



Cons & Pros of Listwise Approach

* Pros:

» Learning objective is consistent with the evaluation
metrics

» Strong performance on different datasets

* Cons:
» Models are usually complicated
» Training is not efficient



Typical Loss Functions for NeulR

* Many judged query-document pairs

» Preference probability (sigmoid function)

1
1+ e %Gi—s))

pij ©p(d; >d)

> Cross-entropy loss
L = —pijlog(pi;) — (1 - pij) log(1 — byj)
1
= E (1 — SU) + lOg (1 + G_S(Si_sj))
=log (1 + e *Cm)) if, d; > d;(S;; = 1)



Typical Loss Functions for NeulR

* Many judged query-document pairs
» Hinge loss

L=max(0,a — s;” +s;)

Loss function
AE(x)
— Hinge Loss Function
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Typical Loss Functions for NeulR

* A single relevant document for a given query
» Preference probability (softmax function)

N e~ vs(q.d™)
p(d™lq) = > deD e~ Vs(q,d)

» Cross-entropy loss
e—y-s(q,d+)

ZdED e_]/'s(q,d))

Lep(q,d*,D) = —log(p(d*lq)) = —log(

Hierarchical softmax
Importance sampling

Noise contrastive estimation
Negative sampling
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Chapter 5

Deep Neural Nets



Background of NN

> Chains of parameterized linear transforms

followed by non-linear functions:
" Linear transforms: y=W xx+ b
= Popular non-linear function

Sigmoid TanH RelLU
12 15 10
2
10 1 _— tanh(z) = ke ___ 0 for <0
f@)=—= = 0 Y=~ flz) =
14e* < for z>0
o / 05 / 6
06 / / -
ot / 00 / 4 ///
02 / -05 / 2 -
s / /
00— 1.0 — 0 ~
-02 15 -2

> Parameters are trained with backpropagation —

» E2E training over millions of samples in
batched mode

forward pass

ssed psemy|oeq



Neural models for text

(OQ e OOOY

Dogs have owners, cats have staff.

How do you feed text to a neural network?



Local representations of input text

[chars x channels]

(ele]elelelelololoXTIel0l0l0l0)0)0]0)|

dogs have owners cats have staff

concatenate
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one-hot vectors

[e]eIXXe]e)

Char-level models

Figure from Mitra & Craswell Tutorial @WSDM 2017



Local representations of input text

[words x channels]
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ownhers cats have staff

Word-level models w/ bag-of-chars per word

Figure from Mitra & Craswell Tutorial @WSDM 2017



Local representations of input text

[words x channels] or [1 x channels]

(ele]elelelelololoXIol0l0l0)0l0l0]0)|

Concatenate or sum
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Word-level models w/ bag-of-trigrams per word

Figure from Mitra & Craswell Tutorial @WSDM 2017



Distributed representations of input text

[words x channels] or [1 x channels]

[ooooooooo/-\--oooooooo]

Concatenate or

sum
B o O o) O O o) O o
=2 9 O O O O ? >
L 2 ° ° H 3
=9 O O O O O O o
dogs have owners cats have staff

Word-level models w/ pre-trained embeddings

Figure from Mitra & Craswell Tutorial @WSDM 2017



Popular Architectures in IR

Shift-invariant neural operations

Detecting a pattern in one part of input space is same |

as detecting it in another

» (also applies to sequential inputs, and inputs with dims >2)

Leverage redundancy by operating on a moving

window over whole input space and then aggregate

The repeatable operation is called a kernel, filter, or

cell

Aggregation strategies leads to different architectures )
I R,
7999999 | 7779790 POOPIHD. FUOITD

z
L L L '
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g L L L L L L L L

(a) Convolution or pooling (b) Convolution w/ global pooling (c) Recurrent (d) Recursive or tree




Shift-invariant neural operations - Convolution

* Move the window over the input space
each time applying the same cell over
the window

e Atypical cell operation can be,

— —> (200

— > (00---0)

——p (00--0]
(00=:0)

— —> [Q0:+-0]

— > (©0Q¢:O]

— —> (000

h=oc(WX+b) A
X
Full Input [words x in_channels]
Cell Input [window x in_channels]

Cell Output [1 x out_channels]

Full Output [1 + (words — window) / stride x out_channels]



Shift-invariant neural operations - Pooling

* Move the window over the input space
each time applying an aggregate function
over each dimension in within the
window

(00--0) .
> [O0¢+:0]

hj = maxiewin(Xi;) or hj = avgiewin(Xi ;)

max -pooling -/ & average -pooling

— —> (00---0]
— 4> [00-«-0]
— —> [O0-0]
— > (00 O]
L —I> (OO¢«0)

— >

Full Input [words x channels]
Cell Input [window x channels]
Cell Output [1 x channels]

Full Output [1 + (words — window) / stride x channels]



Shift-invariant neural operations -

Convolution w/ Global Pooling

» Stacking a global pooling layer on top
of a convolutional layer is a common
strategy for generating a fixed length
embedding for a variable length text

Full Input [words x in_channels]

Full OQutput [1 x out_channels]

convolution

pooling

>

——> (000

> (00---0)
— —> [O0:0]

— —> [00--<0)

— =

— — [O0-+<0]
[ —> [O0¢:0]




Shift-invariant neural operations - RNN

e Similar to a convolution layer but
additional dependency on previous
hidden state

* Asimple cell operation shown below but
others like LSTM and GRUs are more
popular in practice,

=

> (000
- —> (G50)
——> (000]
- —>|(00"0)

hi = O'(WX,: + Uhi—l + b)

~

- —> (050
| > (G00)
——> (50m0) |

Full Input [words x in_channels]

Cell Input [window x in_channels] + [1 x out_channels]
Cell Output [1 x out_channels]
Full Output [1 x out_channels]



Shift-invariant neural operations -
Recursive NN

output

* Shared weights among all the
levels of the tree

* Cell can be an LSTM or as simple

- >0=0) - >0=0) | > 670

Cell Input [window x channels]
Cell Output [1 x channels] (TT T T T I T TTITITITIT1]
Full Output [1 x channels]

as
h=cWX+Db) A A
Full Input [words x channels]

A A
1 1
I I
1 1




Autoencoders

* Unsupervised models trained to
minimize reconstruction errors

L(x,x) =[x —x'||*

* Information Bottleneck method
(Tishby et al., 1999)

* The bottleneck layer captures
“minimal sufficient statistics” of X
and is a compressed
representation of the input

embedding

®
?

[COO00000:+:000000000) §

A 4

([©OQ*++0000)

v

([ECOOOOC0++«0000C00000) §*

O

(COQ=++O000]

encode decode

Image source: Mitra & Craswell, An Introduction to Neural
Information Retrieval


http://www.cs.huji.ac.il/labs/learning/Papers/allerton.pdf

Siamese networks

* Originally proposed for comparing

fingerprints and signatures = s

* Consists of two models that % §
project two inputs into a common S g
embedding space 5 .

3 :

* A predefined metric (e.g., cosine 8 8
o

similarity) is then used to —
compute the similarity

Image source: Mitra & Craswell, An Introduction to Neural
Information Retrieval

Lsiamese (U_q), Va1, Va2 ) = log (1 + e_V(Slm(vq'vdl)_Slm(vq»vdz)))



Why add depth helps

Deeper networks can split the
input space in many (non-
independent) linear regions
than shallow networks

Each layer folds its input space onto itself.

Theorem 1.

e A shallow rectifier neural network with m units can compute functions with at most

this many linear regions:
O(m™) (polynomial in m).

e A deep rectifier network with L layers of n units each can compute functions with

this many linear regions:

no(L—l)
O (—) n" (exponential in the depth L).

Montufar, Pascanu, Cho and Bengio. On the number of linear regions of deep neural networks NIPS 2014



Why add depth helps

FEATURES + = 1 HIDDENLAYER ourpuT i + = 3 HIDDENLAYERS UTRUT

Which properties do Test loss 0,275 ‘ "
Ukt foadind Trening loss 0.212 i L)
wl= I : 3 2 4 e Training loss 0.005

This s tha output 3 X
from ane neuron. $
Hover to see it
larger.
X%,
4543210123 456 :
sin(X,) sin(X,)
Colors shows Hover fosee it by the tickness Colors shows
data, neuron and | farge. of e lnes data, neuron and | —
in(X,) . Al 0 1 sinfX,) iohival 4 0 1
sin(¥;) weight values. C weight values.

From website: http://playground.tensorflow.org/



Really Dee

eural Models

Fractal Expansion Rule
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(Szegedy et al., 2014)



https://arxiv.org/abs/1605.07648v2
http://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf
https://arxiv.org/abs/1409.4842

Chapter 6
Deep Neural Nets

for IR




Problem Formulation

* IR as a learning to match problem

tch(T,,T,) = F(@(T,), O(T
macf&_(_(\ﬂ‘\(‘z))

Scoring function based on Map each text to a
the interaction between representation vector
texts

Estimate relevance

Generate query Generate doc
representation representation

Query text Doc text




Compositional-focused models

* Focus on learning better representation of text
Step 1: Compositional Text Representation ¢(x) ¥ (y)

Step 2: Matching Function f(:.-)

>®f(a)

Matching
Function



Interaction-focused models

Focus on learning better interaction between texts

Step 1: Two sentences meet before their own high-level
representations mature
Step 2: Capture complex matching patterns
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Typical Composition-Focused Deep
Matching Models

* DSSM: Learning Deep Structured Semantic Models for Web
Search using Click-through Data (Huang et al., CIKM’13)

* CDSSM: A latent semantic model with convolutional-pooling
structure for information retrieval (Shen et al. CIKM’14)

* LSTM-DSSM: Deep Sentence Embedding Using LSTM
Analysis and application to Information Retrieval (Palangi et
al. ADCS’16)

* MV-LSTM: Match-SRNN: Modeling the Recursive Matching
Structure with Spatial RNN (Wan et al. [JCAI'16)



Deep Semantic Structure Model (DSSM)

Semantic vector s Us 4% Vgt * Vg~ %

@ d=300 d=300
w., £ (R |
% i-s
W, t W, s t W3
=5
1

53
Letter-trigram d=500 d=500
embedding matrix — W, t W,, W,, t
Letter-trigram encoding
matrix (fixed) — W, t W, t W, ; t
Bag-of-words vector
Input word/phrase s: "racing car” t*: “formula one” t-: "racing to me”

Figure from He et al., CIKM "14 tutorial

= |nput: letter tri-gram counts (BoW assumption)

= Relevance is estimated by cosine similarity between Q and D

= Minimize cross-entropy loss against randomly sampled negative
documents

Huang et al. Learning deep structured semantic models for web search using clickthrough data, 2013 CIKM.



DSSM — Word Hashing

= Word hashing : use sub-word unit (e.g., letter n-gram) as raw input to
handle very large vocabulary,

= | etter-trigram Representation:
deep -> #deep# -> #-d-e, d-e-e, e-e-p, e-p-#

= Only around 50K letter-trigram in English

= Advantages
» Capture sub-word semantics
» Control the dimensionality of the input space
» Words with small typos have similar raw representations

Huang et al. Learning deep structured semantic models for web search using clickthrough data, 2013 CIKM.



DSSM

Evaluated on a document ranking task

» Docs are ranked by the cosine similarity between embedding vectors

of the query and the doc

» Training data: 100 million query-title pairs from search log
» Test set: 16,510 English queries sampled from 1-y log

BM?25 baseline

2 Probabilistic LSA (PLSA)

3 Auto-Encoder (Word) 40k
4 DSSM (Word) 40k
5 DSSM (Random projection) 30k
6 DSSM (Letter-trigram) 30k

30.8
29.5
DSSM-based embedding
improves 5~7 pt NDCG
D) over shallow models
34.2 (+3.4)
35.1 (+4.3)
36.2 (+5.4)

The higher the NDCG score the better, 1% NDCG different is statistically significant.

» The DSSM learns superior semantic embedding
» Letter-trigram + DSSM gives better results

Huang et al. Learning deep structured semantic models for web search using clickthrough data, 2013 CIKM.



Convolutional — DSSM

query |warm) env:ronment 1nouoles| do what

Query/document Online -.- max-pooling 102 [ 280 84 | 258 192
layer %/4

Sliding window

document (hermore[,uhl on wikipedia the free encyclopedia

Word-n-gram layer <s> online auto online auto body ¥ (a)
Wf query ;ault{l)odﬂfrepal%costj(alcul‘a!o;_software
Letter-trigram layer [, ||||| 90K I ||||J 90K | N,\%
max-pooling 268 | 170 | 298 | 209 | 132 | 231 | 224 | 186 |
Convolution matrix W, 1 layer w \/ W
Convolutional layer h, ||| 300 | lll1300 |-1]]I300 |
/ ] document free online (arll?odv shop repaur{esumates
M | (b)
ax-poolin - . . : -
p g / R query what happens if our body absorbs excessive amount vntam»r\kd
) Take max at each e ; 7h
Max-pooling layer v 1300 | dimension across
i : all word-trigram max-pooling ssi‘\ %0 [7667v7797| 102 | 135 [ 16 | 208
Semantic matrix W; features layer s &4 [ 1] 2 )
Semantic layer y m 2 // ’
document calcium/supplements and vitamin d discussion stop sarcoidosis
(c)

= |nput: replace BoW assumption by concatenating term vectors in a sequence,
bag-of n-grams (window).

= Convolution followed by global max-pooling.

= Performance improves further by including more negative samples

Shen et al. A latent semantic model with convolutional-pooling structure for information retrieval. 2014 CIKM



Convolutional - DSSM

» Capture the local context dependent word sense
» Learn one embedding vector for each local context-dependent

word

4

3 * 50K

500

M Auto body repair |

———

W, Convolution|

matrix:
1

Semantic space

| auto body repair |

What does the model learn at the convolutional layer?

| auto body shop ||

Car body kits

| Auto body part |

| Wave body language |

| Calculate body fat |

Forcefield body armour

Shen et al. A latent semantic model with convolutional-pooling structure for information retrieval. 2014 CIKM



Convolutional - DSSM

* Dataset
» Training data: 82,834,648 query-title pairs from search log
» Test set: 12,071 English queries sampled from 1-y log

Lexical Matching Models

BM25 30.5 32.8
Unigram LM 30.4(-0.1) 32.7(-0.1)
Topic Models

PLSA [Hofmann 1999] 30.5(+0.0) 33.5(+0.7)
BLTM [Gao et al. 2011] 31.6 (+1.1) 34.4(+1.6)
Clickthrough-based Translation Models

WTM [Gao et al. 2010] 31.5 (+1.0) 34.2(+1.4)
PRM [Gao et al. 2010] 31.9 (+1.4) 34.7(+1.9)
Deep Structure Semantic Model

DSSM [Huang et al. 2013] 32.0 (+1.5) 35.5 (+2.7)
C-DSSM [Shen et al. 2014] 34.2 (+3.7) 37.4 (+4.6)

Shen et al. A latent semantic model with convolutional-pooling structure for information retrieval. 2014 CIKM



LSTM- DSSM

Embeddlng vector ackpropagated error signal P(D+|Q) P(DHQJ P{:D‘:lQ)

WI’GC WI'E!C Wrec

P(D;1Q)

T

Cosine

Sz

I
~ - - -
'S LSTM = en Undlicked Docum Em: Uncli dned D-o ument Unclicked Document
‘ ‘ T W 'W Query T 1S

—————— * Q D} Dy D}

L 1(1) 1(2) I(m) I T "_T_“ T

D;

" |nput: a sequence of letter tri-gram vectors.
= Capture long term dependencies.
= Automatic detect salient keywords in the sentence.

Palangi, et al. Deep sentence embedding using long short-term memory networks TASLP 2016




LSTM- DSSM

5

10

1.The LSTM-DSSM is robust to i) IR
noise, i.e., it mainly embeds "
keywords in the final semantic
vector representing the whole o)’
sentence. .

2.In LSTM-DSSM, each cell is
usually allocated to keywords :

10

2 4 6 8 10

2 4 6 8 10

from a specific topic. i o -

3.The ability to embed the e
contextual and semantic

information of the sentences

o(t)

8 &8 8 &

into a finite dimension vector.
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Fig. 4. Query: “hotels in shanghai”. Since the sentence ends at
the third word, all the values to the right of it are zero (green color).
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Fig. 5. Document: “shanghai hotels accommodation hotel
in shanghai discount and reservation”. Since the sentence ends
at the ninth word, all the values to the right of it are zero (green color).

Palangi, et al. Deep sentence embedding using long short-term memory networks TASLP 2016



LSTM- DSSM

Dataset:
» Click-through dataset by a commercial web search engine:
» 200,000 positive query-doc pairs.

O e 2 )

1 Skip-Thought off-the-shelf 26.9% 29.7% 36.2%
2 Doc2Vec 29.1% 31.8% 38.4%
3 ULM 30.4% 32.7% 38.5%
4 BM25 30.5% 32.8% 38.8%
5 PLSA (T=500) 30.8% 33.7% 40.2%
6 CLSM (nhid=288/96, win=1) 2 layers, 14.4M parameters  31.8% 35.1% 42.6%
7 CLSM (nhid=288/96, win=3) 2 layers, 43.2M parameters  32.1% 35.2% 42.7%
8 CLSM (nhid=288/96, win=5) 2 layers, 72M parameters 32.0% 35.2% 42.6%
9 RNN (nhid=288) 1 Layer 31.7% 35.0% 42.3%
10 LSTM-RNN (ncell=32) 1 Layer, 4.8M parameters 31.9% 35.5% 42.7%
11 LSTM-RNN (ncell=96) 1 Layer, n=2 32.6% 36.0% 43.4%
12 LSTM-RNN (ncell=96) 1 Layer, n=8 33.1% 36.4% 43.7%
13 Bidirectional LSTM-RNN (ncell=96) 1 Layer 33.2% 36.6% 43.6%

Palangi, et al. Deep sentence embedding using long short-term memory networks TASLP 2016



MV-LSTM

1. Scan each sentences by TN e
Bi-LSTM. ]

2. Use intermedia

#_z
'
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representz?tlons tq - ~- Vil ®
construct interaction O M | ®

e LT o
Tensor. o iy = = - = = 2 2 0] &0
/"_T ______ l‘“\'l_ -1 ‘
3. Well capture SO ®
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matching process.

Wan S, Lan Y, Guo J, et al. A deep architecture for semantic matching with multiple positional sentence
representations//Proceedings of the 30th AAAI Conference on Artificial Intelligence . Phoenix, USA, 2016: 2835-2841.



MV-LSTM

e Contextualized local information
» Treat one sentence in multiple views.
» Concentrate on ‘She’ or concentrate on ‘shopping’.
» A soft window convolution.

/\

went to shopping today.
She went to today.

Wan S, Lan Y, Guo J, et al. A deep architecture for semantic matching with multiple positional sentence
representations//Proceedings of the 30th AAAI Conference on Artificial Intelligence . Phoenix, USA, 2016: 2835-2841.



MV-LSTM

Table 1: Examples of QA dataset.

Table 3: Experimental results on QA.

Sx How to get rid of memory stick error of my sony Model P@1 MRR
cyber shot?

_ = Random Guess 0.200 0.457
S;t You nghlf want to try to format the memor"y'snck BM?25 0579 0.726

but what is the error message you are receiving.
ARC-I 0.581 0.756

_ Never heard of stack underflow error, overflow yes,

Sy overflow is due to running out of virtual memo CNIN 0.626  0.781
& 1. LSTM-RNN 0.690 0.822
Table 2: The effect of pooling parameter k£ on QA. RAE 0.398 0.652
P@1 MRR DeepMatch 0452 0.679
LSTM-RNN 0.690 0.822 ARC-II 0.591 0.765
Bi-LSTM-RNN 0.702 0.830 MultiGranCNN 0.725 0.840
MV-LSTM (k=1) 0726 0.843 MV-LSTM-Cosine  0.739 0.852
MV-LSTM (k=3) 0.736 0.849 MV-LSTM-Bilinear 0.751 0.860
MV-LSTM (k=5)  0.739 0.852 MV-LSTM-Tensor  0.766 0.869

MV-LSTM (k=10) 0.740 0.852

1. The multiple positional sentence representations is useful to capture
detailed local information with context.

2. The matching degree is usually determined by the combination of
matchings at different positions.

Wan S, Lan Y, Guo J, et al. A deep architecture for semantic matching with multiple positional sentence
representations//Proceedings of the 30th AAAI Conference on Artificial Intelligence . Phoenix, USA, 2016: 2835-2841.



Typical Interaction Focused Methods

* DeepMatch: A Deep Architecture for Matching Short Texts
(Lu and Li, NIPS’13)

* ARC Il: Convolutional Neural Network Architectures for
Matching Natural Language Sentences (Hu et al., NIPS’14)

* MatchPyramid: Text Matching as Image Recognition. (Pang et
al. AAAI'16)

* Match-SRNN: Modeling the Recursive Matching Structure
with Spatial RNN. (Wan et al. IJCAI'16)

* DRMM: A Deep Relevance Matching Model for Ad-hoc
Retrieval. (Guo et al. CIKM’16)
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Interaction-focused model: DeepMatch

* Motivation: A good matching function should capture
» Localness: a salient local structure in the semantic space of
parallel text objects to be matched
» Hierarchy: the decision making for matching has different levels
of abstractions

“travel”

X Input Hidden Layers
sO000000000 p-layerl
2000 @O fot
;8 8 8 o = | SOk match score eightseeing”
Y iO 000000 O “weather” “hotel”
*xO000000 Q
SO000000 Ol OO0
sO000000 =0
=O000000O O " — o ag L -
0000000000 sightseeingin Paris sightseeing in Berlin



Interaction-focused model: DeepMatch

e Basic Interaction: topic model based interaction
» Compositional Interaction Structure: topical hierarchies
to capture local matching structures

» Aggregation Function: MLP to generate the final matching
score

X Input Hidden Layers
SOO00000000O0 p-layerl
2000 @ O
*O0000 '
TO00 SO0 @O | O i
MiSSing y| OO0 OO0 0O00O0O match score
*xO0O00000
Order 0000000000 O 0&
Information *O00000O0
0000000 O
SO00000000O0

..................



Interaction-focused model: ARC-II

* Let two sentences meet before their own high-level
representations mature.

* Basic Interaction: Phrase sum interaction matrix

 Compositional Interaction Structure: CNN to capture the
local interaction structure

* Aggregation Function: MLP

6 word embeddings

Sequence of = = @nfencel, ™ = o _ from Sx and Sy
Word embeddings ~
’ o | ? more 2D convolution
convolutiog .
r. max-pooling & pC‘"‘lllng
‘ \
I 3 —
ﬁ } /
] Q T
c
LI
c atc
L g ] egre
* & 2D convolution
» *
-
L™ o - Il |l |

Ty L
- -I - - - l I
Layer-1 (1D convolution) Layer-2 (2D-pooling) Layer-3 (2D-convolution)



Interaction-focused model: ARC-II

* Order Preservation
* Both the convolution and pooling have this order
preserving property.

10| (2.2) || 2.3} {f (a2,

2]
[
2]
]

%)
=
[
]

3,3)

(LA (2.2))f €
(2.2) ||2.2) [ 2.2} || €2,
2] (3.2) | (
(2] (4.2) ff (

4.1) | (4.2) || (4.3) :

Figure 5: 0 rderpreserving in 2D -pooling.
 However, the word level matching signals are lost
e 2-D matching matrix is construct based on the
embedding of the words in two N-grams



Interaction-focused model: MatchPyramid

* Inspired by image recognition task
» Part 1: Construct Matching Matrix
» Part 2: Hierarchical Convolution

o - 1 5 o o
1
1

, down Efjg_ngsl:lnoudfes and dumpfingsl@ere famous chinese food I identical

..... go LRITERE JUPC
N G -
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OO HH ; ~ ~ atchin
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R ‘ i Q)
. 0000000 n- | e O
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e Layer-1 2D-Convolution Layer-2 2D-Pooling Layer-n MLP
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Word Similarity
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Interaction-focused model: MatchPyramid

* Matching Matrix: Bridging the Gap between Text Matching
and Image Recognition.

M?jj = W; & U
Instance 1 Instance 2 Instance 3
o 2 5 = o = = =
fefseiEi.f B85 EEE.E AR
o H 00000000 000000000 IR E
m @ 00000000 " @00000000
000000000 000000000
oies GO OO0 0000 - Q00O OOO® nicator
9000 00000 000000000
i @00 OO0 > 90000000
v @O 0000 000 000000000
s OO0 O00000 - 000000000
ainese P OO OO OOOO - 000000000
w @ OPO0000000 00000000
(a) Matching Matrix-Indicator (b) Matching Matrix-Cosine



Interaction-focused model: MatchPyramid

* Hierarchical Convolution: A way to capture rich matching
patterns

Matching Matrix Kernels Feature Maps Kermels Feature Maps
3Ix3 2x4x4

popular
in
china

9000
() z
— @ @. - EE
L & z
L 1 &l &

v » N
v s .

L <8 J
00000

' . .

|1 |
First Convolutional Layer Second Convolutional Layer




Interaction-focused model: Match-SRNN

e Spatial recurrent neural network for text matching
* Basic Interaction: word similarity tensor
 Compositional Interaction Structure

* Recursive Matching Structure

* Aggregation Function: MLP

Word Similarity
Interaction Tensor



Interaction-focused model: Match-SRNN

Recursive Matching Structure

The cat (sat Jon the mat.

S,[1:3] [

A 4
® 0 0N

S,[1:41 lThe dog played \‘I\:)\&{l/lﬁon the floor.

the

cat

sat

on

the

dog played balls

on

* We can see all matching between sub sentences have

been utilized

» The cansat €&-> The Dog played balls

» The cansat <-> The Dog played




Interaction-focused model: Match-SRNN

Connection with LCS @ B ® E
0 0|0

* Theoretical Analysis

» Longest Common Sub-Sequence

= S1:ABCDE 5 2 9
= S2:FACGD :
= ICS:ACD Ly p242 2

® - 0® -

» Dynamic Programming (DP)
= Step function:

C[Z,j}Z ma,x(c[i,j—l], C[i_lv.ﬂv C[Z’_]-:j_]-} + ]I{:cz-:yj})

= Backtrace: Depends on the selection of “max” operation



Interaction-focused model

QA Task (Yahoo Data) PI Task (MSRP Data)

Model P@l MRR Model Accuracy(%) F1(%)
Statistic Random 0.200 0.457 Statistic All positive 66.50 79.87
Traditional BM25 0.579 0.726 Traditional TF-IDF 70.31 77.62
ARC- 0.581 0.756 DSSM 70.09 80.96
CINTN 0.626 Lol CDSSM 69.80 80.42
LSTM-RNN 0.690 0.822 Comsdi ARCAI 69.60 8027
uRAE 0.398 0.652 Focused
_ . uRAE 76.80 83.60 }
MultiGranCN 0.725 0.840 _ -
NV ST M 0766 0869 } E MultiGranCN 78.10 84.40}
DeepMatch 0.452 0.679 MV-LSTM 7540 8280
Interaction ARC-II 0.591 0.765 e ARCI 69.90 50.91
R IEEL I MatchPyramid 0.764 0.867 DI MatchPyramid |~ 7594 ~ 83.01
(_Match-SRNNh 0.790 0.882 } Match-SRNN 74.50 81.70
\1\'0.1
< LSTM is powerful than CNN? < » ¢ CNN is powerful than LSTM?
+* Long term dependencies are important for ¢ Locally representation/interaction is
the semantic understanding enough for Pl task
¢ Interaction focused methods performs better «<——— < Composition-focused methods performs better
** Interaction is more important than ¢+ sentence representations is more

sentence representations important than interaction



Interaction-focused model: DRMM

* There are large differences between relevance matching in
ad-hoc retrieval and semantic matching in NLP tasks

» Affect the design of deep model architectures
» No “one-fit-all” matching models

* Exact matching signals

. . . . . bitcoin news m
S: Where do you come from?  * Similarity Matching Signals * The exact matching of terms is still the News - Bitcoin News
el * Important to capture the semantic most important signal in ad-hoc retrieval; R bt
< Ss2”
"7 i

similarity/relatedness; * Indexing and search paradigm in modern

R: | am from Madrid, Spain. search engines;

* Compositional meanings .
rot P g ' * Query term importance o
* Natural language sentences; H « Query: mainly short and keyword based bitcoin news
* ComPOSitional meaning based on their without Complex grammar Bitcoin Magazine - Official Site Fox News - Breaking News
Where do you come from? grammatical structures; « Critical to take into account term gt Fox News offcia we

and b Fox News official website with news
hitps://bitc festyle, and sports

importance
S: Where do you come from? Global matching requirement
' _ e * Limited lengths and concentrated topic * Diverse matching requirement 1. Verbosity Hypothesis
R: I'am from Madrid, Spain. 4 scope; * Long document: Different * Global relevance
R:1am astudent. 3§ * Treat the text as a whole to infer the hVPOth_ESES concerning document 2 ‘.S;:fg:rﬂﬁ:;et;’:n could haooen
semantic relations length in ad-hoc retrieval 9 pp

in any part of a document

Question Answering _
Automatic Conversation Ad-hoc Retrieval



Interaction-focused model: DRMM

1. Matching histogram:
» map the varied-size interactions
into a fixed-length
representation

Matching Score

» Position-free but strength- e fsgreten 3
focused B
2. Feed forward Matching |
Network: M |
> Extract hierarchical matching

patterns from different levels of ~_wsenngiscgan
apping
interaction signals.

3. Term Gating Network:
» Control how much relevance ] y
score on each query term
contribute to the final relevance
score.

Local Interaction

A joint deep architecture designed for relevance matching



Interaction-focused model: DRMM

Different Input Representations

Existing matching models Our Model

Matching matrix Matching histogram
* position preserving strength preserving
e zero-padding no need for padding
* signals are equal distinguish exact/similarity signals

D

L o el o

...... 000

[11]
@ﬁg»
8_




Interaction-focused model: DRMM

 Existing matching models: CNNs base on matching matrix

* Learn positional regularities in matching patterns

* Suitable for image recognition and global matching requirement (i.e., all
the positions are important)

* Not suitable for diverse matching requirement (i.e., no positional

regularity)

1/31/0]0
Oxﬂ ]'xl 1xO 1 0 4

Deep Network olol1l1l1
%1 %0 X1
0|0|1(1(|0
0O|j1|/1(0(0

) Convolved
Local Interactions matching matrix Feature

* Our method: DNN on matching histogram

* Learn position-free but strength-focused patterns
* Explicitly model term importance




Interaction-focused model: DRMM

Robust-04 collection(TREC data)

Significant improvement or degradation with respect to QL is indicated (+/-)

Model Topic Titles Topic Descriptions
ode
Model Type Name MAP nDCG@2 P@20 MAP nDCG@2 P@20
0 0
Traditional Retrieval QL 0.253 0.415 0.369 0.246 0.391 0.334
Baselines BM25 0.255 0.418 0.370 0.241 0.399 0.337
DSSM; 0.095- 0.201- 0.171- 0.078- 0.169- 0.145-
CDSSM, 0.067- 0.146- 0.125- 0.050~ 0.113- 0.093-
Deep Learning ARC-| 0.041- 0066~ 0065  0030-  0.047-  0.045-
Baselines
ARC-II 0.067- 0.147- 0.128~ 0.042- 0.086~ 0.074~
MP o 0.189- 0.330- 0.290- 0.094- 0.190- 0.162-
Our Approach DRMM o 0.279% 0.431+ 0.382+ 0.275+ 0.437+ 0.371+

1. All the deep learning baselines perform significantly worse than the traditional
retrieval models
2. The performance on topic descriptions can be comparable to that on topic titles



Joint modeling: Ad-hoc retrieval using local
and distributed representation

* Argues both “lexical” and “semantic”
matching is important for document
ranking

 Duet modelis a linear combination of
two DNNs using local and distributed
representations of query/document
as inputs, and jointly trained on
labelled data

* Local model operates on lexical
interaction matrix

* Distributed model operates on n-
graph representation of query and
document text

local model distributed model



Related Neural Models on Non-IR tasks

Document matrix

Vesturbsation

Posied represcntation

Ko poskiog
N
Wide comudution T~ ~
_ NS
Sentence Matex H S
5§ Fa [ /
8 P
1
(Denil et al., 2014)
The cat sat on the mat M |
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[ R *a —
wait [ =) c { v
for I .
i | : = (T
video - T — Wherewas the cat ? additional
. X features Xy
d:(:l Ll %\ N\ o
n't = N\ (Severyn and Moschitti, 2015)
‘The cat sat on the red mat r(:m -
it
L ] L | L | L ]
(Kalchbrenner et al., 2014) nxk t c with Max-over-time Fully connected ayer
sentence with static and multiple filter widths and pooiing with dropout and
non-static channels feature maps softmax output
(Kim, 2014)
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(Hu et al., 2014)

(Tai et al., 2015)

(zhao et al., 2015)


http://www.aclweb.org/anthology/P14-1062
https://arxiv.org/abs/1406.3830v1
http://aclweb.org/anthology/D/D14/D14-1181.pdf
http://dl.acm.org/citation.cfm?id=2767738
https://arxiv.org/abs/1503.00075v3.pdf
https://arxiv.org/abs/1504.05070v2.pdf
https://papers.nips.cc/paper/5550-convolutional-neural-network-architectures-for-matching-natural-language-sentences

Neural Network Approaches to IR

Ad-hoc Retrieval BP-ANN (Yang et al. (2016a)), CDNN (Severyn and Moschitti (2015)), CDSSM (Shen et al. (2014b)),
CLSM ((Shen et al., 2014a)), DSSM (Huang et al. (2013)), DRMM (Guo et al. (2016)), GDSSM (Ye et al.
(2015)), Gupta et al. (2014), Li et al. (2014), Nguyen et al. (2016), QEM (Sordoni et al. (2014))

Conversational Agents DL2R (Yan et al. (2016))

Proactive Search Luukkonen et al. (2016)

Query Autocompletion Mitra (2015); Mitra and Craswell (2015)

Query Suggestion Sordoni et al. (2015)

Question Answering BLSTM (Wang and Nyberg (2015)), CDNN (Severyn and Moschitti (2015)), DFFN (Suggu et al.

(2016)), DL2R (Yan et al. (2016)), Yu et al. (2014)

Recommendation Gao et al. (2014), Song et al. (2016)
Related Document Salakhutdinov and Hinton (2009)
Search

Result Diversification Xia et al. (2016)

Sponsored Search Zhang et al. (2016a)

Summarizing Retrieved Lioma et al. (2016)

Documents

Temporal IR Kanhabua et al. (2016)

Updated table based on Ye Zhang et al. Neural Information Retrieval: A literature Review



Other tasks - Query Recommendation

* Hierarchical sequence-to-sequence model for term-by-term query
generation

e Similar to ad-hoc ranking the DNN feature alone perform poorly but
shows significant improvements over a model with lexical contextual

features.

lake erie art cIeveIand indian
prediction e
decoder 8
initial recurrent state
session-level geinetrated CI® QO
recurrent state Iake erie context-aware  clayeland indian art
suggestion
(@) 8 O
O >
) (@) '
@ query-level &

recurrent state

f 'ﬂﬂ

cleveland gallery lake erie



Other tasks - Query auto-completion

* Given a (rare) query prefix retrieve relevant suffixes from a fixed set

 CDSSM model trained on query prefix-suffix pairs can be used for suffix
ranking (“breaking bad cast” = “breaking”, “bad cast”)

* Training on prefix-suffix produces a leads to a more “Typical” embedding

space

what to cook with chicken and broccoli and

cheapest flights from seattle to

what to cook with chicken and broccoli and bacon

what to cook with chicken and broccoli and noodles
what to cook with chicken and broccoli and brown sugar
what to cook with chicken and broccoli and garlic

what to cook with chicken and broccoli and orange juice
what to cook with chicken and broccoli and beans

what to cook with chicken and broccoli and onions

what to cook with chicken and broccoli and ham soup

cheapest flights from seattle 7o dc

cheapest flights from seattle o washington dc
cheapest flights from seattle to bermuda
cheapest flights from seattle to bahamas
cheapest flights from seattle to aruba
cheapest flights from seattle o punta cana
cheapest flights from seattle to airport
cheapest flights from seattle to miami



Other tasks - Conversational response retrieval

e Ranking responses for conversational systems

* Interesting challenges in modelling utterance level discourse structure
and context

* Can multi-turn conversational tasks become a key playground for neural
retrieval models?

ord-level gated re
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Other tasks - Multimodal retrieval

* Neural representation learning is also leading towards
breakthroughs in multimodal retrieval

matching score
A

O

image CNN QR

Q Q Q O matching
CNN

( ) ( ) ( () ‘/-‘\‘ l
</ & <) \i/ A % wd

f?AAK T

a wet dog chase a white ball




Other tasks — Diverse Ranking

Tensor Max-pooling  Linear
Layer Layer Layer

Neural Tensor Network for
Search Result Diversification

tanh |

tanh

* Diverse ranking as sequential document selection
e Ranking model f(d, s) selects a document per iteration
f(d,S) =g, (x)+gn(v,S)
—w!x+p! max {tanh (VTW[]:‘—‘] Vi, .. ,V|S|]) }

 Relevance: linear combination of relevance features
* Novelty: calculated with modified NTN

Long Xia, Jun Xu, Yanyan Lan, Jiafeng Guo, Xueqi Cheng, Modeling Document Novelty with Neural Tensor Network for Search
Result Diversification, the 39th Annual ACM SIGIR Conference, Pisa, Italy (SIGIR 2016)



Other tasks — User Behavior Modeling

q — user query I — user interaction
d, — document at rank r with document at rank r
LUSER QUERY
Initialize vector state l
with USER QUERY
(eeeee)
. ‘ Update vector state l Predict click on
- with DOCUMENT 1 DOCUMENT 1
so = Z(q) — Y(aeee)
— l e,\ﬁ'*i}'i’_?f-""""_
: date vector state came _-” Predict click on
Sr+41 = Zr/{(EM Ir, dr—i—l) N :rih DOCUMENT 2 < DOCUMENT 2
= - — Vv
S— ,;,'I.'Lc."k‘f‘%l__.--*"'__r-
Update vector state i‘_----""'” Predict click on
3 with DOCUMENT 3 DOCUMENT 3
= . — %
dl’ [ ] [ ]

P(Cr—l—l =1 | q, 1‘;l:'-“a“;.r'au -:dr—l—l) — F(sr—l—l)

L : Feed-forward neural network
U : Recurrent neural network (RNN, LSTM)
J- : Feed-forward neural network (with one output unit and sigmoid activation function)

Alexey Borisov, llya Markov Marteen de Rijke et al, A Neural Click Model for Web Search, WWW 2016



NeulR Toolkit - MatchZoo

MatchZoo is a toolkit that aims to facilitate the designing, comparing and

sharing of deep text matching models.

1. A unified data preparation module

for different text matching

prOblemS. Data Preparation

Files:
1. Word

2. A flexible layer-based model dictionary

2. Corpus file

3. Relation file

construction process Batch modes:

1. Pointwise
2. Pairwise

3. Implemented two schools of 3. Listwise
representative deep text matching
models: representation-focused

and interaction-focused models.

Model Construction

1. Representation-
focused model
2. Interaction-focused

Training and Evaluation
1. Objective functions:
regression
classification
ranking
2. Metrics: MAP, NDCG ...

Fan, Yixing, Liang Pang, JianPeng Hou, Jiafeng Guo, et al. MatchZoo: A Toolkit for Deep Text Matching. SIGIR Workshop 2017



NeulR Toolkit - MatchZoo

MatchZoo is a toolkit that aims to facilitate the designing, comparing and
sharing of deep text matching models.

variety of objective functions for MatchPyramid

. r--—— - "--"-"= " "=-"=-"=-"=-7”"-”'"=-”‘'=-”‘*‘"=-, ‘=, ‘-, ‘-‘'=— =/ v/, /= A
1. Data preparation: convert dataset | '
i I :
of different text matching tasks | B pdl Bl
| i | ELI RS TR FTE |
into a unified format. | S I
| PRMM A CDSSM
2. Model construction: build the | e :
| 58 8 T }QF/-. ginias
deep matching model layer by | - i e
| ARC-| ARC-Il
layer based on keras library. ! JPE .
| Rl N i
_ : : GE: kg, Sl -
3. Training and Evaluation: provide a : e N A
|
I
|

regression, classification, and Implemented Models

ranking.

Fan, Yixing, Liang Pang, JianPeng Hou, Jiafeng Guo, et al. MatchZoo: A Toolkit for Deep Text Matching. SIGIR Workshop 2017



NeulR Toolkit - MatchZoo

MatchZoo is a toolkit that aims to facilitate the designing, comparing and
sharing of deep text matching models.

* |nstall:

» git clone https://github.com/fanechion/MatchZoo.git

» cd MatchZoo

) "net_name": "drmm",
» python setup.py install "global":{

* Configure: 1,

1. global: global parameters such as learning rate, epochs, and N
batch_size. I

2. inputs: datasets for training, validation, and prediction. ROUL: Sl

3. outputs: the predicted results of the inputs dataset.

4. model: the core matching model and its hyper-parameters.

5

losses and metrics: the objective and evaluation of the model.

"losses": [ "rank_hinge_loss" ],
* Run: "metrics": [ "ndcg@3", "ndcg@", "map" ]

» Train: python —phase train —-model_file models/drmm.config
» Predict: python —phase predict —-model_file models/drmm.config

Fan, Yixing, Liang Pang, JianPeng Hou, Jiafeng Guo, et al. MatchZoo: A Toolkit for Deep Text Matching. SIGIR Workshop 2017


https://github.com/fanechion/MatchZoo.git

Other Useful Resources

* TextNet

* Focus on text data, Sparsity and Variance Length.
e Support JSON config file to construct DAG networks.
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Pyndri for Python: https://github.com/cvangysel/pyndri

Luandri for LUA / Torch: https://github.com/bmitra-msft/Luandri



https://github.com/cvangysel/pyndri
https://github.com/bmitra-msft/Luandri

NeulR Workshop — Join Us!

* Hottest Workshop in SIGIR 2016-2017

# of registrations # of registrations
NeulR 2016 NeulR 2017

* Topics: fundamental challenges, best practice, novel
applications, shared repository, large scale benchmarks, ...

>

Nick Craswell Bruce Croft Maarten de Jiafeng Guo Bhaskar Mitra
Rijke




Send me your questions and
feedback during or after the tutorial

liafeng Guo(F 3% F)
@ guojiafeng@ict.ac.cn
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