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Representation Learning For Sentiment Analysis
TANG Duyu

ABSTRACT

Sentiment analysis is a fascinating task in natural language processing, aiming at extracting and
organizing sentiment information from text in an automatic way. A fundamental problem in
sentiment analysis is how to effectively represent the semantic meaning of texts of different
granularity like word, sentence and document. The importance of learning semantic meaning of
texts could be reflected from two aspects. First, teaching a machine learner to determine the
sentiment of text requires a deep understanding of the semantics of texts. Semantic representation of
texts could be viewed as the bridge to communicate between computer and human being. Second,
machine learning approaches have achieved promising performances on a variety of sentiment
analysis tasks. As the performance of a machine learner heavily depends on the choice of data
representation, it is desirable to learn powerful text feature for sentiment analysis tasks. In this
thesis we focus on understanding the semantics of texts and developing powerful representation
learning methods to improve the performance of sentiment analysis. Based on the structural and
compositional properties of natural language, we summarize our research works into the following
four aspects in this thesis.

1. Sentiment-specific word embedding (SSWE). Traditional word embedding learning methods
are typically based on the distributional hypothesis, which represents the meaning of a word with its
surrounding context words. Accordingly, the words with similar context words but different
sentiment labels like “good” and “bad” will be mapped into close vectors in the embedding space.
This is problematic for sentiment analysis. To address this problem, we propose to learning SSWE,
which simultaneously captures contexts of words and sentiment polarity of sentences. As a result,
the words like , so that“good” and “bad” could be separated to opposite ends of the spectrum.

2. Aspect level sentiment classification with deep memory network. Context words are very
important for determining the sentiment polarity of an aspect. We believe that context words do not
contribute equally with regard to an aspect. For instance, in sentence “great food but the service was
dreadful!”, “great” is a more important clue than“dreadful” for the aspect “food”. On the contrary,
“dreadful” is more important than“great” for the aspect “service”. To capture this information, we
develop a deep memory network, which first learns the importance/weight of each context word and
then utilizes this information to calculate continuous text representation.

3. A joint segmentation and classification framework for sentence level sentiment classification.
Negation and intensification are fundamental phenomenons in sentiment analysis. Many sentiment
expressions include multiple words like “not good” and “very happy”. To handle this, we introduce
a joint segmentation and classification framework, which could first segment a sentence to a list of
computational units and them use the result for sentiment classification without using any
segmentation annotations.

4. Document level sentiment classification with user and product information. Existing
approaches typically only use text information while ignoring the important influences of users and
products. We suggest that the bias of user and product is helpful for sentiment analysis, and validate
the influences of users and products in terms of sentiment and text on massive reviews. We model
users and products with vector space models, and integrate them into a neural network framework
for sentiment analysis.




In summary, we learn semantic representations of words, aspects, sentences and document to
improve the performance of sentiment analysis. We hope that our research could be helpful to the
researcher in the area of sentiment analysis.

Key words: sentiment analysis, representation learning, sentiment-specific word embedding,
deep memory network, joint segmentation and classification




